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Mårten Bj€orkmana , and Danica Kragica 

aKTH Royal Institute of Technology, Stockholm, Sweden; bUniversity of Bergen, Bergen, Norway 

ABSTRACT 
Brain-robot interaction (BRI) empowers individuals to control (semi-)automated machines through 
brain activity, either passively or actively. In the past decade, BRI systems have advanced signifi-
cantly, primarily leveraging electroencephalogram (EEG) signals. This article presents an up-to-date 
review of 87 curated studies published between 2018 and 2023, identifying the research land-
scape of EEG-based BRI systems. The review consolidates methodologies, interaction modes, appli-
cation contexts, system evaluation, existing challenges, and future directions in this domain. Based 
on our analysis, we propose a BRI system model comprising three entities: Brain, Robot, and 
Interaction, depicting their internal relationships. We especially examine interaction modes 
between human brains and robots, an aspect not yet fully explored. Within this model, we scrutin-
ize and classify current research, extract insights, highlight challenges, and offer recommendations 
for future studies. Our findings provide a structured design space for human-robot interaction 
(HRI), informing the development of more efficient BRI frameworks.
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1. Introduction

With the rapidly evolving development of human–computer 
interaction (HCI) and robotics, the overlapping realm of 
human-robot interaction (HRI) has attracted significant atten-
tion (Sheridan, 2016), especially manifested in CHI for the 
recent years (Carros et al., 2020; Esterwood et al., 2021; 
Winkle et al., 2023). Nowadays, the inclusion of neuroscience 
into HCI scenarios has led to an era that transcends tradi-
tional boundaries. For instance, the advent of brain–computer 
interfaces (BCIs) originated in the 1970s (Vidal, 1973) has 
linked the human brain with external intelligent agents by 
harnessing physiological signals. BCIs are intricate systems 
capable of circumventing traditional communication pathways 
to establish direct interaction and control between the human 
brain and external agents. This is achieved by instantaneously 
transcribing brain signals from brain activities into operable 
commands (Mill�an et al., 2010). Various approaches exist to 
measure human biological activities, such as bioelectric sig-
nals: electroencephalogram (EEG) (Minguillon et al., 2017), 
electrooculogram (EOG) (Fatourechi et al., 2007), electromyo-
gram (EMG) (Fatourechi et al., 2007), and electrocardiogram 
(ECG) (Perrin, 2009), or neuroimaging techniques: functional 
magnetic resonance imaging (fMRI) (Sitaram et al., 2007) and 
functional near-infrared spectroscopy (fNIRS) (Naseer & 
Hong, 2015). Among these, using EEG-based measurements 
for BCIs and relevant usage has emerged as the predominant 

approach due to its affordability and exceptional convenience 
(Bi et al., 2013; Xia et al., 2024).

Over the past few decades, we have witnessed an evident 
growth in the development and integration of robots into 
our daily lives, such as offering assistance in public or at 
home (Bauer et al., 2008; Mahdi et al., 2022; Zhang et al., 
2024). Robots, as (semi-)automated agents with manifold 
capabilities, are unexpectedly favored in the industry owing 
to their exceptional proficiency in movement and operations 
(Goodrich & Schultz, 2008; Zhang et al., 2024). As humans 
and real robots coexist in reality, there arises a necessity for 
instantaneous mutual understanding, enabling both roles to 
leverage their unique capabilities and achieve the desired 
synergy (Rajabi et al., 2023; Wallace et al., 2024; Zhang 
et al., 2024). The integration of robots has significantly 
enriched the field of HRI, fostering a deeper comprehension 
and the development of purposeful robotic systems, whether 
the humans are in close proximity or spanning distances 
(Adams, 2005; Zhang et al., 2024). Specifically, the dedicated 
area brain-robot interaction (BRI) has gone through remark-
able advancement over the last decade, with a discernible 
and increasingly pronounced trend emerging, particularly in 
the last five years. Extensive research efforts have been con-
ducted to uncover novel approaches in diverse aspects of 
BRI to enhance the seamlessness of interaction between 
human brains and physical robots. The involved robots 
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showcase a wide range of forms and configurations, such as 
robotic arms (Rodriguez, 1988), humanoid robots (Kajita 
et al., 2014), and mobile robots (Tzafestas, 2013). 
Meanwhile, the collaboration between humans and robots 
based on complete BRI systems is depicted in various con-
texts, i.e., guided navigation (Chang & Sun, 2021), know-
ledge learning (Wang & Sugaya, 2021), and socializing 
(Staffa & Rossi, 2022).

Notably, the predominant focus within the aforemen-
tioned time frame has shown to be on EEG-based BRI 
which employs nonintrusive technology, ranging from clin-
ical usage to academic research (Coyle et al., 2004; Ib�a~nez 
et al., 2013). EEG is a non-invasive technique employed for 
the assessment of the brain electrical activity, using multiple 
electrodes attached to the scalp, which offers high temporal 
resolution but comparatively low spatial resolution. As a 
result, BCIs utilizing EEG signals to capture brain electrical 
activities have gained widespread popularity (Vaughan et al., 
2003). The unique BRI area has experienced incredible 
advancements at the intersection of cognitive science, tech-
nology, and engineering in the past decade, especially has 
shown advantages in assistive techniques (Chang & Sun, 
2021; Ghosh & Orlando, 2019; Zhang et al., 2021) and 
healthcare (Boonarchatong & Ketcham, 2023; Braun et al., 
2019; Jo et al., 2022; Xu et al., 2018). Thus, more up-to-date 
literature overview must be formulated on the latest in- 
depth advancements in EEG-based BRI systems since there 
were no constructed review articles addressing the research 
status since 2018, when relevant publications started to 
thrive unprecedentedly. To address this gap, in this article, 
we provide an exhaustive analysis of the current research 
landscape, encompassing crucial techniques, potential chal-
lenges, and prospective research directions for the future 
development of EEG-based BRI systems (Figure 1). A BRI 
framework consistently involves interactions with robots 
which require complex communication and physical inter-
action while monitoring brain signals within the connections 

between human brains and robots. A typical tool for this 
connection is BCIs. Therefore, we exclusively focus on prag-
matic BRI systems with EEG, rather than general EEG-BCIs 
or BCIs activated by other signals. We specifically concen-
trate more efforts on the analysis of interaction modes and 
techniques so as to illuminate the future possibilities for the 
HRI community. The conceptualization of our BRI context 
is displayed in Figure 2. Specifically, we intend to answer 
the following research questions (RQs):

� RQ1: What are the pivotal techniques, application areas, 
and evaluation methods used in complete EEG-based 
BRI systems?

� RQ2: What is the nature of the interaction between 
human brains and robots within the context of EEG?

� RQ3: What key insights should be distilled for effective 
interaction between brain and robot with EEG?

� RQ4: What are challenges/limitations and open problems 
associated with current EEG-based BRI systems?

To answer these questions, we examined 87 studies pub-
lished over the past five years (2018–2023) that explore 
EEG-based BRI systems. Our contributions are manifested 
in two aspects: (1) providing an overview with in-depth 
meta-analysis regarding the research landscape of EEG-based 
BRI (research techniques, application contexts and evalu-
ation methods) as well as guiding the way for future 
researchers (challenges and outlook), and (2) offering a the-
oretical contribution in the form of an EEG-based BRI sys-
tem model and detail the three entities (Brain, Robot, and 
Interaction) included, with a primary concentration on the 
interaction between human brains and robots.

The rest of the article is elaborated as follows. Section 2
elucidates the background and related work. In Section 3, 
we describe the methods used in our review, encompassing 
our search strategies and data extraction processes. Section 4
outlines the devised BRI system model developed based on 

Figure 1. Samples from the reviewed studies in our corpus regarding BRI systems with different robots. (a) Industrial robot (Chen et al., 2021) (b) Service robot 
(Wang et al., 2018) (c) Medical robot (Ghosh & Orlando, 2019) (d) Social robot (Staffa & Rossi, 2022) (e) Educational robot (Ehrlich & Cheng, 2019) (f) Exploratory 
robot (Liu & Jebelli, 2021) (g) Autonomous vehicle (Cervantes et al., 2023).
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the meta-analysis of our final corpus with the three entities. 
For Brain entity, the dimensions, namely, signal acquisition 
and decoding are introduced. For Robot entity, a diverse 
range of dimensions entailing robots are summarized. 
Section 5 provides an extended analysis of the Interaction 
entity with four dimensions included. In particular, two add-
itional sub-dimensions of Proactive Control are elicited. 
Section 6 presents the identified challenges and future direc-
tions while Section 7 shows the discussion of our findings 
together with the principal limitations. A succinct summary 
of our article is encapsulated in Section 8.

2. Background and related work

2.1. Brain robot interaction and EEG signals

The term “brain-robot interaction” has yet to achieve a uni-
versally accepted definition, although it is generally consid-
ered a derivative field of HRI (Bozinovski & Bozinovski, 
2015). This emerging area that establishes a cutting-edge 
communication bridge between humans and robots particu-
larly through brain signals, holds promise in enhancing the 
daily lives of individuals with disabilities (McFarland & 
Wolpaw, 2008; Zhao et al., 2015). A typical BRI system 
operates as a closed-loop control mechanism, integrating 
human brain signals with contextual feedback. This entails 
deciphering captured signals from brain activities to formu-
late commands, thereby instructing the contextual robots to 
perform desired tasks. Simultaneously, the robot thereby 
conveys the environmental feedback to the human brain, 
aiding informed decision-making processes (Mao et al., 
2017). In most BRI systems, human intelligence is highly 
relied upon to monitor the robot motions based on visual 
feedback in traditional setups, but machine intelligence has 
started to flourish and gained significant recognition in 
recent years (Lei et al., 2019). Most of the seamless function-
ing of BRI systems can be attributed to the success of intelli-
gent BCIs integrated with cognitive models tailored for 
controlling robots (Crawford et al., 2015; Chen et al., 2016; 
Gui et al., 2017).

A complete BRI system collects brain signals as the ori-
ginal input to generate further operations, which can be 
categorized as invasive and non-invasive. Under invasive 
context, the brain signals are much stronger while they must 
be captured inside the brain and always need surgery 
(Aljalal et al., 2020). Although non-invasive brain signal 

acquisition results in weaker outcomes, it merely requires 
the capture outside the brain with little harm to the human 
body. In addition, the affordable cost, lower risk, and super-
ior portability comprise other reasons why non-invasive 
brain signal capturing is preferred in most cases (Hwang 
et al., 2013; Lin et al., 2010; Zhu et al., 2010). This explor-
ation adopts the extensive utilization of EEG, a non-invasive 
neuroimaging technique that captures the electrical activity 
of the brain (Alimardani & Hiraki, 2020; Nwagu et al., 2023; 
Torres et al., 2020). EEG offers a window into investigating 
the human mind, enabling the extraction of emotional states 
and even intentions. Thus, EEG-based BRI systems where 
the robot/robotic system dominantly employs EEG-based 
BCIs to interact with humans, have become the most pre-
vailing mechanism in manifold application scenarios 
(Douibi et al., 2021; Fan et al., 2015; Li et al., 2013; Neuper 
et al., 2003). Integrating EEG technology with robots paves 
the way for a new era of interaction between humans and 
intelligent agents, where neural patterns serve as the central 
axis of communication.

2.2. Current EEG-based BRI systems

Several reviews have mapped the terrain of EEG-based BRI 
and associated fields. In 2010, Zhang et al. (2010) provided 
a summary of BCI’s evolution in industrial robotics and 
evaluated new commercial BCI products. Subsequently, Si- 
Mohammed et al. (2017) conducted a literature review 
merging BCI with augmented reality (AR), a technology that 
superimposes digital elements onto real-world environments 
via specialized devices (Van Haastregt et al., 2024; Zhang 
et al., 2023), covering applications in medicine, robotics, 
home automation, and brain activity visualization. Hwang 
et al. (2013) provided a detailed account of EEG-based BCI 
studies from 2007–2011, and Cao (2020) later updated this 
landscape in 2020, with a focus on integrating EEG-based 
BCI and artificial intelligence (AI). In robotics, Bi et al. 
(2013) comprehensively reviewed EEG-driven control for 
mobile robots, addressing systems, techniques, and evalua-
tions, while Krishnan et al. (2016) focused on EEG control 
for assistive robots aiding the disabled and elderly. Aljalal 
et al. (2020) surveyed EEG signal processing for robot con-
trol, highlighting challenges in noninvasive BCI systems. 
They highlighted encountered challenges of brain-controlled 
systems at the time. Huang and Wang (2021) delved into 
EEG signal processing methods, spotlighting neural network 

Figure 2. The common framework of a complete BRI system utilizing EEG.
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and deep learning (DL) techniques for signal classification. 
In 2017, Mao et al. (2017) reviewed the research output gen-
erated from the past years with a precise emphasis on 
EEG-based BRI interactive systems, which aligns with the 
thematic intent of our article the most so far. They identi-
fied the key techniques and BCI paradigms, but without 
focusing on the interaction between brains and robots. In 
fact, none of the previously mentioned papers investigated 
the brain-robot interaction mode, a critical subject in the 
HRI community. Moreover, our observation indicates that 
research in this area has notably increased since 2018 
(Figure 3(a)), yet reviews synthesizing these recent advances 
are still missing. While some have then explored EEG-based 
robot-assisted rehabilitation (Berger et al., 2019), or EEG- 
based BCI interaction with virtual reality (VR) and AR 
(Nwagu et al., 2023), there’s an urgent need for a current 
review that consolidates the latest EEG-based BRI techni-
ques, highlighting the interaction between human brains 
and robotic systems. Table 1 showcases the extensive 
advancements our article offers over prior similar reviews. 
We’ve concentrated on inclusive BRI systems, provided 
search strategy, integrated in-depth insights on key techni-
ques, robot categorization, interaction modes, application 
contexts, challenges, and future directions in novel formats.

3. Method

3.1. Search strategy

The inspiration obtained by methodologies outlined in pre-
viously published literature reviews in CHI and other top 
HCI venues (Baytas et al., 2019; Nwagu et al., 2023; Pascher 
et al., 2023; van den Oever et al., 2024) laid the foundation 
for our systematic exploration. We adhered to the guidelines 
set forth by the Preferred Reporting Items for Systematic 
Reviews (PRISMA) with the updated statement of guidelines 
(Page et al., 2021), as well as the extended framework for 
scoping reviews (Tricco et al., 2018). Four databases, includ-
ing Web of Science (one of the most comprehensive aca-
demic literature databases (Chadegani et al., 2013)), IEEE 
Xplore (provides access to more than four million full-text 
documents from some of the world’s most highly cited pub-
lications (Tomaszewski, 2021)), ACM Digital Library (a 
well-known source incorporating numerous computer sci-
ence research), and Scopus (a large-scale database containing 

massive research articles that complement WoS (Burnham, 
2006)), were exhaustively scoured, employing a strategic 
blend of keywords and controlled vocabulary terms. We first 
established a reference literature dataset by accessing these 
four databases with the searching the keywords “EEG,” 
“brain,” “robot,” and “interaction” during the period of 
2013–2023. After excluding the repetitions, we obtained 
1223 papers in total, which is visualized in Figure 3(a). As 
mentioned, we found the publication trend had an obvious 
increase from 2018 and continued to flourish in the follow-
ing years. Then, we commenced with the formal literature 
selection within the scope of our article (2018–2023). Please 
refer to Figure 4 for an illustrative breakdown of our article 
selection process. Five authors were involved in the proced-
ure of paper searching and selection. Elaborations on each 
distinct stage in this process will be shown in the subsequent 
sections. During the querying, we incorporated different cat-
egories of papers: we unified research articles, conference 
full papers, and conference proceedings with substantial 
contributions and advisable pages as full papers, while short 
papers, posters, late-breaking results as short papers.

3.2. Search terms

The formulation of our search strings revolved around the 
foundational constructs of “EEG,” “brain,” “robot,” and 
“interaction,” along with their complete names and corre-
sponding synonyms. To ensure an expansive coverage 
reflecting the multifaceted notion of “robot,” we extended 
our purview to encompass related terms such as 
“exoskeleton” and “wearable” that embody certain robotic 
attributes. We intentionally avoid using “brain-computer/ 
machine interface” and “BCI/BMI” since these queries would 
lead to incorrect searching results, with massive papers 
exclusively focusing on BCI after a few attempts. Below, we 
present the five search strings harnessed in our search pro-
cedure, which were devised and crafted by two authors and 
subsequently endorsed by the entire author group. These 
strings were strategically employed in the titles, keywords, 
and abstracts across the array of four databases:

� EEG OR EEG-based OR electroencephalogram OR elec-
troencephalogram-based AND robot

Figure 3. The research agenda of EEG-based BRI in the last few years: (a) The number of publications (2013–2023) related to the search results of “EEG-based,” 
“brain,” “robot,” and “interaction” in the four tested databases. An apparent growing trend is identified especially from 2018. (b) The number of papers in our cor-
pus for each year with publishers. For convenience, we listed three main publishers: IEEE, ACM, and springer, while other publishers are noted as others. (c) The 
number of studies published for each year with countries.
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� EEG OR EEG-based OR electroencephalogram OR elec-
troencephalogram-based AND brain robot interaction 
OR BRI OR human robot interaction OR HRI

� EEG OR EEG-based OR electroencephalogram OR elec-
troencephalogram-based AND exoskeleton OR wearable 
robots OR wearables

� EEG OR EEG-based OR electroencephalogram OR elec-
troencephalogram-based AND brain machine interaction 
OR brain computer interaction

� EEG OR EEG-based OR electroencephalogram OR elec-
troencephalogram-based AND robot interaction OR 
interactive robot OR robot communication OR commu-
nicative robot

3.3. Filtering, pre-selecting, and manual screening

This phase began with a specialized process that included 
filtering duplicates, assessing relevance, and evaluating acces-
sibility within the initial dataset yielding 1108 papers, which 
were formulated by three authors via initial querying. After 
excluding duplicates and removing irrelevant papers based 
on titles, keywords, and abstracts, we retained 141 papers 
(Figure 4), which were accomplished by five authors. 
Regarding the full-text screening (achieved by four authors), 
each paper from the resultant pool was scrutinized against 
two fundamental exclusion criteria, which were intentionally 
designed to advance the HRI/HCI community, rather than 
the traditional BCI/BMI community, with an emphasis on 
interaction mode that was previously unexplored:

1. Does the paper pertain directly to a fully or predomin-
antly EEG-based context? Consequently, any works that 
mainly revolved around non-EEG-based scenarios or 
only tangentially touched upon EEG signals were 
excluded from our consideration (i.e., Alimardani et al., 
2021; Kremenski & Lekova, 2022; Liu et al., 2020; Li 
et al., 2022; Stankovi�c et al., 2023; Wang et al., 2020; 
Zhao et al., 2020).

2. Does the paper explicitly detail studies specifically inter-
twined with human brain robot interaction? This led, 
for example, to the exclusion of topics that lacked well- 
defined interaction modalities connecting the human 
brain and specific robotic systems (i.e., Nemati et al., 
2022; Rodriguez et al., 2022; Rekrut et al., 2022; Shi 
et al., 2021; Xu et al., 2022), and studies that do not 
involve the physical, real robotic systems (i.e., Holloman 
et al., 2019; Li et al., 2020; Manjunatha et al., 2020; 
Omer et al., 2022; Tan et al., 2021; Wang et al., 2018).

Review and perspective papers lacking practical BRI 
implementations, such as (Hernandez-Cuevas et al., 2020), 
were excluded, leaving us with 79 full papers (referred to as 
“papers” hereafter). Reference crawling added 8 more, total-
ing 87 papers. Expanding our search to Google Scholar with 
the same terms yielded no new relevant findings. Our search 
parameters remained confined to studies published in 
English within the last five years (1 January 2018 to 31 July 
2023), executed by two authors from 8 to 20 August 2023. Ta
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This compilation encapsulates works emanating from three 
key publishers, namely IEEE, ACM, and Springer, alongside 
other publishers (see Figure 3(b)). Notably, China emerged 
as a prominent contributor in this field, as depicted in 
Figure 3(c).

3.4. Data extraction

Data extraction involved gathering essential details from 
each study using a standardized form that included objec-
tives, EEG hardware/software, experimental setup, task para-
digms, signal processing techniques, robot types, 
applications, results, and limitations. Through initial read-
ings of these 87 papers, a series of questions crystallized to 
facilitate the summarization, consolidation, and comparative 
analysis of the presented studies:

1. What are the key research questions investigated 
within the context of the EEG signal?

2. What types of robots/robotic systems are featured in 
the study?

3. What are the interaction modes employed between the 
brain and the robot?

4. Which kind of EEG signals are used and what is the 
methodology for signal acquisition?

5. What methods are applied in signal decoding?
6. How are these BRI systems assessed, and what metrics 

are used for evaluation?

7. In what application scenarios are the EEG-based BRI 
systems explored?

8. What specific tasks are executed within these BRI sys-
tems? (Note: In some cases, this aligns with (7)).

9. What findings and outcomes emerge from the research 
study?

10. How do these outcomes contribute to knowledge 
acquisition, offering insights, lessons, or guidelines in 
the field of BRI? (Note: In some papers, this may over-
lap with (9)).

11. Does the paper present challenges and outline future 
research directions?

4. The BRI system model

Our literature review aimed to deeply understand the brain- 
robot communication explored in research over five years 
by analyzing 87 studies. For this, we developed a BRI system 
model consisting of three key entities (Brain, Robot, and 
Interaction) as displayed in Figure 5, two of which we dis-
cuss in detail in this section, starting with Brain and two 
dimensions Signal Acquisition and Signal Decoding, fol-
lowed by Robot that covers seven dimensions. Additionally, 
we provide a detailed analysis of application contexts and 
evaluation methods derived from our corpus. This section 
tends to address RQ1. The subsequent section presents the 
analysis of the third entity of Interaction.

Figure 4. Flow chart of the corpus formulation process with the identification of databases and the initial search query (see Sections 3.1 and 3.2), and filtering, pre- 
selecting, and the manual screening (see Section 3.3), which resulted in 87 full papers.
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4.1. Brain

The brain is defined as the source of brain EEG signal 
extraction and transmission. In the context of a complete 
EEG-based BRI system, establishing an interactive connec-
tion between the human brain and the robot is crucial, 
which heavily relies on signal (1) acquisition and (2) decod-
ing (Figure 2) which we discuss in this part. Table 2 indi-
cates the relevance of this entity within our corpus.

4.1.1. Signal acquisition
The first dimension involves the acquisition of EEG signals, 
collected using a number of electrodes placed on the scalp 
by employing a variety of biosignal hardware. The acquisi-
tion is typically done through either a wired EEG electrode 
cap connected to an amplifier or a wireless EEG device. Our 
review revealed a gap in prior BRI literature, as none thor-
oughly addressed the four sub-dimensions we identified: 
EEG paradigms, acquisition devices, sensor locations, and 
the number of electrodes used across our corpus. Table 3
outlines the specific details identified in our corpus, aligning 
with the sub-dimensions.

4.1.2. EEG paradigms
Various EEG paradigms have been developed and utilized in 
research. Following the newest classification proposed by 
Yadav et al. (2023), we identified several paradigms in our cor-
pus: sensory and motor-related, including event-related desyn-
chronization (ERD) and event-related synchronization (ERS), 
and motor imagery (MI); vision-related, specifically steady-state 
visually evoked potentials (SSVEP); and cognition-related, 
encompassing P300 BCI, event-related potential (ERP), and 
task-based approaches. Our analysis merely reveals one study 
employing hybrid paradigms while the task-based paradigm 
(where participants perform a specific task or set of tasks, i.e., 
grasping task (Jo et al., 2022) or conversational task (Baka 
et al., 2019)) is the most prevalent, with MI and SSVEP follow-
ing in popularity. We found that task-based paradigms are par-
ticularly advantageous in applications related to cognitive 
neuroscience (i.e., Lyu et al., 2022; Zhang et al., 2021) and HCI 
(i.e., Fang et al., 2023; Si-Mohammed et al., 2020). In contrast, 
MI paradigms are extensively employed in rehabilitation (i.e., 
Guo et al., 2020; Li et al., 2019), while SSVEP was predomin-
antly favored for communication control (i.e., Aznan et al., 
2019; Farmaki et al., 2022).

4.1.3. Acquisition device
Numerous bio-signal devices were employed for EEG data 
collection in our review. These ranged from EEG electrode 
caps linked to amplifiers to independent EEG units. We 
identified over 30 distinct EEG acquisition devices across 
the examined studies and provide an overview of the studies 
that utilized them underlying wire/wireless connections 
(Wang et al., 2018). Particularly, we found that the Emotiv 
EPOC was the preferred device spanning 19 studies due to 
its portability and consistent signal quality.

4.1.4. Sensor locations
The sensors of EEG acquisition devices are typically posi-
tioned on various scalp areas, adhering to established stand-
ards that correlate electrode placement with the underlying 
cerebral cortex regions. The most widely recognized stand-
ard is the international 10–20 system (Jasper, 1958) but we 
also found instances of the 10–10 system (Araujo et al., 
2021; Gordleeva et al., 2020). Typically, device sensors are 
positioned on the scalp to cover key brain regions such as 
frontal (F), temporal (T), parietal (P), and occipital (O) 
(Cobb et al., 1958). In certain instances, earlobe areas (A/M) 
or the midline sagittal plane (Z) are also utilized for ground-
ing or referencing. We categorized sensor locations based on 
the use brain areas and the inclusion of ground/reference 
points. As shown in Table 3, we identified six sensor loca-
tion categories, marking, to our knowledge, the first such 
classification in EEG device sensor location within review 
literature. We observed that most studies did not encompass 
all brain regions with device sensors, while many utilized 
ground/reference points for accurate signal acquisition.

4.1.5. Number of electrodes
We aimed to determine the specific number of electrodes 
utilized in the signal acquisition, however, several studies 
did not provide precise details. According to Montoya- 
Mart�ınez et al. (2021), 64 electrodes are typically adopted in 
practical cases, however, 20 and 32 electrodes are observed 
to yield distinctively desired results in subject-independent 
cases. Since our observation revealed that many studies 
employ fewer than 10 electrodes, leading to the classification 
into five categories based on electrode count: 10, 20, 32, and 
64 (Table 3). The majority of studies prefer fewer electrodes, 
with 37 studies using less than 10, and only 8 studies utiliz-
ing more than 32 electrodes.

Figure 5. Overview of the BRI system model. The three entities: Brain, interaction, and robot, are distilled from our corpus. Human brains and robots are intercorre-
lated by the interaction entity. Each entity is affiliated with several dimensions, while some of them are comprised of extra sub-dimensions.
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Table 2. The overview of the BRI model with (sub)dimensions identified in our corpus. 
Brain Signal Acquisition Brain Signal Decoding Interaction Robot

Literature

EEG
 Paradigm

  

Acquisition D
evice  

Sensor Locations  

N
um

bers of Electrodes  

Real-tim
e Requirem

ents  

Feedback Enhancem
ent  

AI M
ethods  

Pure BCI  

Auxiliary BCI  

Proactive Control  

Task-oriented H
RI  

Industrial Robot  

Service Robot  

M
edical Robot  

Social Robot  

Educational Robot  

Exploratory Robot  

Autonom
ous Vehicle  

Qian et al. (2018) √ √ � √ √ √ √ � � � √ √ � � � � � �

Ogino & Mitsukura (2018) √ √ √ √ √ √ √ � � √ � √ � � � � � �

Chu et al. (2018) √ √ √ √ √ √ √ √ � √ � � √ √ � � � �

Kilmarx et al. (2018) √ √ � √ √ √ � √ � √ � √ � � � � � �

Wang et al. (2018) √ √ √ √ √ √ � √ � √ � � √ � � � � �

Cao & Liu (2018) √ √ √ √ √ √ √ � � � � � √ � � � � �

Penaloza et al. (2018) √ √ √ √ √ √ √ √ � � √ � √ � � � � �

Xu et al. (2018) √ � √ √ √ √ √ � � √ � � √ � � � � �

Kompatsiari et al. (2018) √ √ √ √ √ √ � � � � √ � � � √ � � �

Si-Mohammed et al. (2020) √ √ √ √ � √ √ √ √ √ √ √ � � � � � �

Kuffuor & Samanta (2018) √ √ √ √ √ √ √ � √ √ � √ � � � � � �

Yuan & Li (2019) √ √ √ √ � √ √ � √ √ � √ � � � � √ �

Jiang et al. (2018) √ � √ √ � √ √ √ � √ � � � � √ � � �

Wang et al. (2018) √ √ √ √ √ √ √ � √ √ � √ � � � � � �

Ai et al. (2018) √ √ √ √ � √ � � √ √ � � � √ � � � �

Memar & Esfahani (2018) √ √ � � √ √ � √ � √ � √ � � � � � �

Hernandez-Carmona & Penaloza (2019) √ √ √ √ √ √ � � � √ � √ � � � � � �

Yu et al. (2019) √ √ √ √ � √ � � � � √ √ √ � � � � �

Li et al. (2019) √ √ √ √ √ √ √ � √ √ � � √ √ � √ � �

Chiuzbaian et al. (2019) √ √ √ √ √ √ � √ � √ � � √ � � � � √
Bahman & Shamsollahi (2019) √ √ √ √ √ √ � √ � √ � � √ � � � � �

Aznan et al. (2019) √ √ √ √ √ √ √ � √ � √ � √ � � � � �

Ghosh & Orlando (2019) √ √ √ √ √ √ √ √ � √ � � √ � � � � �

Baka et al. (2019) √ √ √ √ √ √ � � � � √ � � � √ � � �

Ehrlich & Cheng (2019) √ √ √ √ √ √ √ � � √ � � � � � √ � �

Braun et al. (2019) √ √ √ √ √ √ √ √ � � � � � √ � � � �

Aldini et al. (2019) √ √ √ √ √ √ � � � √ √ √ � � � � � �

Rahul & Sharma (2019) √ √ √ √ √ √ √ � � √ � � √ � � � � �

Long et al. (2019) √ √ √ √ √ √ √ √ √ √ √ � √ √ � � � �

Iwane et al. (2019) √ � √ √ √ √ √ √ � √ � √ � � � � � �

Memar & Esfahani (2020) √ � � √ � √ √ � � � √ √ � � � � � �

Korovesis et al. (2019) √ √ √ √ √ √ √ � � √ � � √ � � � � �

Chhabra et al. (2020) √ √ √ √ √ √ √ √ � √ � � � √ � � � �

Mart�ınez-Cagigal et al. (2020) √ √ � √ √ √ � √ � √ � � √ � � � � �

Alimardani et al. (2020) √ √ � √ � √ � √ � � √ � � √ � � � �

Rashid et al. (2020) √ √ √ √ √ √ √ � √ √ � √ � � � � � �

Zhao et al. (2020) √ � √ � √ √ √ √ � √ � √ � � � � � �

Guo et al. (2020) √ √ √ √ √ √ √ √ � √ � � � � √ � � �

Gordleeva et al. (2020) √ √ � √ √ √ √ � � √ � � � √ � � � �

Nann et al. (2021) √ √ √ √ √ √ � � � √ � � � √ � � � �

Chen et al. (2020) √ √ √ √ √ √ √ � √ √ � √ � � � � � �

Lu et al. (2020) √ √ √ √ √ √ √ � � √ � � √ � � � � �

Sanguantrakul et al. (2020) √ √ √ √ √ √ √ √ � √ � � √ � � � � �

Mondini et al. (2020) √ √ � √ √ √ � � � √ � � √ � � � � �

Shao et al. (2020) √ √ √ √ � √ √ � � √ � � √ � � � � �

Abougarair et al. (2021) √ √ √ √ √ √ � � � √ � √ � � � � � �

Zhang et al. (2021) √ � � √ √ √ √ � � √ � � √ √ � � � �

Du et al. (2021) √ √ √ √ √ √ √ � � √ � � √ � � � � �

Magee & Givigi (2021) √ √ √ √ √ √ √ � � √ � √ � � � � � �

Roshdy et al. (2021) √ √ � √ √ √ √ √ � √ � � � � √ � � �

Wei et al. (2021) √ � √ √ √ √ √ � � √ � � √ � � � � �

Araujo et al. (2021) √ √ √ √ √ √ √ � � √ � � � √ � � � �

Ali et al. (2021) √ √ � √ √ √ � � � √ � � √ � � √ � �

Francis et al. (2021) √ � � √ √ √ √ � � √ � � √ � � � � �

Belkacem & Lakas (2021) √ √ √ √ √ √ √ √ � √ � � � � � � √ √
Kim et al. (2021) √ √ � √ √ √ � � � √ � √ � � � � � �

Chang & Sun (2021) √ √ √ √ √ √ √ � � √ � � � � √ � � �

Toichoa Eyam et al. (2021) √ √ � √ √ √ � � � √ � √ � � � � � �

Wang & Sugaya (2021) √ √ √ √ � √ � √ � � � � � � � √ � �

Yoon et al. (2021) √ √ � √ √ √ � √ √ √ √ � � � √ � � �

Liu & Jebelli (2021) √ � � √ √ √ � √ � √ � � � � � � √ �

Karunasena et al. (2021) √ √ √ √ √ √ � √ � √ � � √ � � � � �

Kar et al. (2022) √ √ √ √ √ √ √ � √ � � � � � � √ � �

Chen et al. (2021) √ √ √ √ √ √ √ � � √ � √ � � � � � �

Prinsen et al. (2022) √ √ √ √ √ √ � √ � � √ � � � � √ � �

Alimardani et al. (2022) √ √ √ √ � � � √ � � √ � � � � √ � �

Quiles et al. (2022) √ √ √ √ � √ √ √ � √ � � √ � � � � �

Ak et al. (2022) √ √ √ √ � √ � � √ √ � √ � � � � � �

Farmaki et al. (2022) √ √ √ √ √ √ √ √ � √ � � √ � � � � �

Fang et al. (2023) √ √ √ √ � √ √ � � √ � √ � � � � � �

Lyu et al. (2022) √ √ � √ � √ √ � � √ � √ � � � � � �

Wu et al. (2022) √ � � √ √ √ √ √ � √ � � √ √ � � � �

Dissanayake et al. (2022) √ √ √ √ √ √ � √ � √ � � √ � � � � �

Staffa & Rossi (2022) √ √ √ √ √ √ √ √ � � � � � � √ � � �

Tang et al. (2022) √ √ √ √ √ √ √ √ √ √ √ � √ √ � � � �

Pawu�s & Paszkiel (2022) √ √ � √ √ √ √ � � √ � √ � � � � � �

Li et al. (2022) √ √ √ � √ √ � � � √ � � � √ � � � �

Roy & Bhaumik (2022) √ � √ √ √ √ √ � � √ � � � √ � � � �

Jo et al. (2022) √ √ � √ √ √ √ √ � √ � � � √ � � � �

Aldini et al. (2023) √ √ � √ √ √ √ � � � √ √ � � � � � �

Lu et al. (2022) √ √ √ √ √ √ � � � √ � √ � � � � � �

Sugiyama et al. (2023) √ � � √ √ √ � √ � √ � √ � � � � � �

Richter et al. (2023) √ √ � √ √ √ � � � � √ � � � √ � � �

Boonarchatong & Ketcham (2023) √ √ � � � √ √ � � √ � √ � � � � � �

Li et al. (2023) √ √ √ √ √ √ √ √ � √ � � √ � � � � �

Cervantes et al. (2023) √ √ √ √ √ √ � � � √ � � � √ � � � √
Cheng et al. (2024) √ � √ � � √ √ √ √ √ √ � � � √ � � �

(continued)
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4.1.6. Signal decoding
The traditional decoding process involves several key steps: 
preprocessing to remove any artifacts from the data, feature 
extraction to capture relevant signal information, and feature 
classification where labels are assigned to features based on 
predefined classes. Common techniques like band-pass 
(Aldini et al., 2019; Kompatsiari et al., 2018; Staffa & Rossi, 
2022) and notch filters (Chu et al., 2018; Roy & Bhaumik, 
2022; Zhang et al., 2021) for preprocessing, and Canonical 
Correlation Analysis (CCA) (Chen et al., 2021; Du et al., 
2021; Zhang et al., 2021) and Common Spatial Patterns 
(CSP) (Araujo et al., 2021; Wei et al., 2021) for feature 
extraction and classification, are well-documented in prior 
literature. Besides, the recent surge in AI like DL related 
technologies has introduced novel advancements in this 
area. However, the real-time requirements and feedback 
enhancement of the decoding process have not yet 
been investigated in any previous reviews (Table 1). 
Our article have exclusively identified the three sub- 
dimensions: real-time requirement, feedback enhancement 
and AI methods from the reviewed studies, as displayed in 
Table 4.

4.1.7. Real-time requirements
In the majority of the studies reviewed, EEG signals were 
processed in real-time, meaning the brain’s electrical activity 
was analyzed instantly or with negligible delay, facilitating 

immediate device interaction or interpretation. Our corpus 
provided a rich source of information, from which we dis-
tilled five types of requirements, highlighting the critical fac-
tors that contribute to the successful implementation of 
EEG-based BRI systems.

� Low Latency: To maintain a natural and intuitive user 
experience (UX), the latency from signal acquisition to 
action or feedback should be minimal, ranging from a 
few to several hundred milliseconds. This requirement 
emerged as the second most prevalent in our corpus, as 
23 studies involved it.

� High Accuracy: Decoding algorithms need to precisely 
translate EEG signals into accurate commands or 
responses, reducing errors and misunderstandings for 
effective interaction. This is crucial for applications 
where incorrect interpretations can lead to potentially 
dangerous outcomes (n¼ 15).

� High Temporal Resolution: The EEG system requires a 
high sampling rate to accurately record the brain’s fast- 
changing activity, essential for effective real-time signal 
decoding. Only a few studies successfully met this criter-
ion (n¼ 8).

� Seamless Feedback: Immediate and intuitive feedback 
from EEG signals to users is crucial for practical applica-
tions, especially for neurofeedback and BCI used cases 
(Long et al., 2019; Ogino & Mitsukura, 2018), so as to 

Table 2. Continued.
Brain Signal Acquisition Brain Signal Decoding Interaction Robot

Literature

EEG
 Paradigm

  

Acquisition D
evice  

Sensor Locations  

N
um

bers of Electrodes  

Real-tim
e Requirem

ents  

Feedback Enhancem
ent  

AI M
ethods  

Pure BCI  

Auxiliary BCI  

Proactive Control  

Task-oriented H
RI  

Industrial Robot  

Service Robot  

M
edical Robot  

Social Robot  

Educational Robot  

Exploratory Robot  

Autonom
ous Vehicle  

Belkacem & Lakas (2021) √ √ √ √ √ √ √ √ � √ � � � � � � √ √
Kim et al. (2021) √ √ � √ √ √ � � � √ � √ � � � � � �

Chang & Sun (2021) √ √ √ √ √ √ √ � √ √ √ � � � √ � � �

Toichoa Eyam et al. (2021) √ √ � √ √ √ � � √ √ � √ � � � � � �

Wang & Sugaya (2021) √ √ √ √ � √ � √ � � √ � � � � √ � �

Yoon et al. (2021) √ √ � √ √ √ � √ √ √ √ � � � √ � � �

Liu & Jebelli (2021) √ � � √ √ √ � √ � √ � � � � � � √ �

Karunasena et al. (2021) √ √ √ √ √ √ � √ � √ � � √ � � � � �

Kar et al. (2022) √ √ √ √ √ √ √ � √ � � � � � � √ � �

Chen et al. (2021) √ √ √ √ √ √ √ � � √ � √ � � � � � �

Prinsen et al. (2022) √ √ √ √ √ √ � √ � � √ � � � � √ � �

Alimardani et al. (2022) √ √ √ √ � � � √ � � √ � � � � √ � �

Quiles et al. (2022) √ √ √ √ � √ √ √ � √ � � √ � � � � �

Ak et al. (2022) √ √ √ √ � √ � � √ √ � √ � � � � � �

Farmaki et al. (2022) √ √ √ √ √ √ √ √ � √ � � √ � � � � �

Fang et al. (2023) √ √ √ √ � √ √ � √ √ � √ � � � � � �
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enhance user controllability. The understandable is nor-
mally facilitated by preprocessing, feature extraction, and 
classification. This requirement was present in nearly half 
of the studies (n¼ 42).

� Computational Efficiency: Decoding algorithms should be 
computationally efficient for real-time processing, often 
necessitating optimized software and specialized hardware. 
Notably, only four studies fulfilled this requirement.

4.1.8. Feedback enhancement
Feedback enhancement in EEG signal decoding involves 
integrating feedback loops to elevate the user-system inter-
action within EEG-based platforms, for instance, BCIs. Such 
feedback mechanisms empower users to more adeptly adjust 
their brain activities, thereby boosting the system’s effective-
ness and ease of use. Additionally, this feedback plays a cru-
cial role in managing particular functions, enabling and 
facilitating the real-time control of these operations via EEG 
signals (Qin et al., 2023). In our corpus, we identified six 
types of feedback.

� Visual Feedback: The typical EEG feedback, which 
involves users receiving visual cues related to their brain 
activity or commands, such as moving objects on a 
screen or graphical representations of brainwave patterns 
(n¼ 28). For example, video stimuli showcasing robot 
movements are frequently employed (Quiles et al., 2022; 
Sugiyama et al., 2023).

� Auditory Feedback: Provides users with auditory signals 
matching their brain activity or command success, 
including beeps, volume changes, or complex audio 
information for different states or outcomes. Three stud-
ies adopted standalone audio feedback.

� Multimodal Feedback: Combines multiple feedback types 
(visual, auditory, haptic … ) for an enriched user experi-
ence, potentially enhancing control efficiency. The com-
bination of visual and auditory feedback are the 
preferred option (Braun et al., 2019). Seven studies in 
our corpus involved multimodal feedback.

� Direct Feedback: Direct feedback corresponds to the 
user’s immediate actions (n¼ 22). For instance, in BCI- 
controlled robotic arm scenario, the arm movement is 
the direct feedback of user’s commands (Mart�ınez- 
Cagigal et al., 2020; Wei et al., 2021).

� Performance Feedback: Refers to performance metrics 
such as algorithm accuracy and error rates, are utilized 
to evaluate system control and progress during training 
sessions (n¼ 18).

� Neurofeedback: Neurofeedback provides users with real- 
time information about specific brainwave patterns or 
mental states, allowing them to learn how to enhance 
their cognitive abilities by modulating these patterns or 
states. This is the second most prevalent feedback in our 
corpus (n¼ 22).

4.1.9. Artificial intelligence methods
The swift advancement of AI technologies in recent years 
has led to the creation of more sophisticated algorithms that 
deliver impressive performance. DL techniques, such as deep 
neural networks and their variations, have shown excep-
tional proficiency, even surpassing ML algorithms. While 
traditional ML methods like linear discriminant analysis (Jo 
et al., 2022) and support vector machine (Francis et al., 
2021) remain popular in EEG-based BRI studies for their 
reliability and robustness, there is a growing trend towards 
advanced DL techniques, particularly in EEG signal decod-
ing tasks such as feature extraction and classification. For 
example, a combination of graph convolutional networks 
and gated recurrent unit networks was used for feature clas-
sification in Tang et al. (2022), and a blend of long-short 
term memory networks with convolutional neural networks 
was utilized for both feature extraction and classification in 
Cheng et al. (2024). In our analysis, we categorized the stud-
ies based on their usage of traditional ML, DL, or non-ML/ 
DL approaches instead of enumerating specific algorithms 
that have been exhaustively listed previously (literature in 
Table 1). In addition, we intend to generalize and compare 
the trends between exploiting ML and DL for signal decod-
ing. Despite the advent of new AI methods, our findings 
(Table 4) indicate a continued preference for conventional 
ML algorithms in the majority of the studies (n¼ 42).

4.2. Robot

The Robot entity characterizes the autonomous or semi- 
autonomous machines that are capable of performing tasks 
or actions on their own or offering help with a degree of 
programmable intelligence. In our corpus, we classified 
robots into eight categories, focusing on their functionality, 
objectives, application domains, and implementation sce-
narios rather than traditional design aspects like robot arms 
or mobile robots. This approach moves beyond superficial 
classifications commonly found in previous reviews, offering 
a deeper understanding of robots’ roles and uses. The entire 
distribution of robot usage across the reviewed papers is 
exhibited in Table 2, while examples of each type of robot 
are displayed in Figure 1. It’s crucial to realize that in our 
categorization, the dimensions were not exclusively mapped 
with the papers. For example, one study may involve mul-
tiple types of robots (i.e., Yuan & Li, 2019; Zhang et al., 
2021) or the single robot used may be considered to have a 
(partial) relation to other types (i.e., Nann et al., 2021; 
Prinsen et al., 2022). This recognition underscores the over-
lapped and interconnected nature of the dimensions (robots) 
and facilitates an in-depth understanding of the variability 
and nuance within the reviewed studies.

4.2.1. Industrial robot
Industrial robots, often employed in manufacturing settings, 
are engineered to execute operations like welding, painting, 
assembly, and product handling. Renowned for their preci-
sion, speed, and durability, these robots typically manifest as 
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Table 4. Overview of the signal decoding dimension in the Brain entity.

Sub-dimension Category Papers (%) References

Real-time requirements Low Latency 23 (26.4%) Ehrlich & Cheng (2019); Liu & Jebelli (2021); Xu et al. (2018); 
Jo et al. (2022); Guo et al. (2020); Sugiyama et al. (2023); 
Tang et al. (2022); Francis et al. (2021); Zhao et al. (2020); 
Wang et al. (2018); Chhabra et al. (2020); Karunasena et al. 
(2021); Chen et al. (2020); Belkacem & Lakas (2021); 
Bahman & Shamsollahi (2019); Aldini et al. (2023); Prinsen 
et al. (2022); Wu et al. (2022); Toichoa Eyam et al. (2021); 
Roshdy et al. (2021); Mondini et al. (2020); Rashid et al. 
(2020); Korovesis et al. (2019)

High Accuracy 15 (17.2%) Chen et al. (2021); Wang et al. (2018); Jo et al. (2022); Guo 
et al. (2020); Nann et al. (2021); Roy & Bhaumik (2022); 
Mart�ınez-Cagigal et al. (2020); Penaloza et al. (2018); 
Francis et al. (2021); Abougarair et al. (2021); Cao & Liu 
(2018); Magee & Givigi (2021); Rahul & Sharma (2019); 
Aldini et al. (2023); Rashid et al. (2020)

High Temporal Resolution 8 (9.2%) Ehrlich & Cheng (2019); Baka et al. (2019); Li et al. (2019); 
Farmaki et al. (2022); Aznan et al. (2019); Zhao et al. 
(2020); Pawu�s & Paszkiel (2022); Kim et al. (2021)

Seamless Feedback 42 (48.3%) Chen et al. (2021); Ghosh & Orlando (2019); Staffa & Rossi 
(2022); Cervantes et al. (2023); Chang & Sun (2021); Zhang 
et al. (2021); Braun et al. (2019); Li et al. (2019); Farmaki 
et al. (2022); Gordleeva et al. (2020); Araujo et al. (2021); 
Nann et al. (2021); Roy & Bhaumik (2022); Penaloza et al. 
(2018); Hernandez-Carmona & Penaloza (2019); Wei et al. 
(2021); Kuffuor and Samanta (2018); Chu et al. (2018); 
Abougarair et al. (2021); Du et al. (2021); Chiuzbaian et al. 
(2019); Li et al. (2023); Bahman & Shamsollahi (2019); Ali 
et al. (2021); Kompatsiari et al. (2018); Iwane et al. (2019); 
Prinsen et al. (2022); Richter et al. (2023); Memar & 
Esfahani (2018); Dissanayake et al. (2022); Aldini et al. 
(2019); Long et al. (2019); Yoon et al. (2021); Ogino & 
Mitsukura (2018); Kilmarx et al. (2018); Li et al. (2022); Lu 
et al. (2020); Roshdy et al. (2021); Sanguantrakul et al. 
(2020); Kim et al. (2021); Kar et al. (2022); Qian et al. (2018)

Computational Efficiency 4 (4.6%) Araujo et al. (2021); Rahul & Sharma (2019); Richter et al. 
(2023); Lu et al. (2022)

Feedback enhancement Visual Feedback 28 (32.2%) Wang et al. (2018); Ghosh & Orlando (2019); Ehrlich & Cheng 
(2019); Zhang et al. (2021); Baka et al. (2019); Si- 
Mohammed et al. (2020); Farmaki et al. (2022); Aznan et al. 
(2019); Sugiyama et al. (2023); Cheng et al. (2024); 
Penaloza et al. (2018); Hernandez-Carmona & Penaloza 
(2019); Yuan & Li (2019); Kompatsiari et al. (2018); Prinsen 
et al. (2022); Alimardani et al. (2022); Kilmarx et al. (2018); 
Yu et al. (2019); Mondini et al. (2020)

Auditory Feedback 3 (3.4%) Wang & Sugaya (2021); Richter et al. (2023); Kar et al. (2022)
Multimodal Feedback 7 (8%) Chen et al. (2021); Braun et al. (2019); Li et al. (2019); Roy & 

Bhaumik (2022); Li et al. (2023); Dissanayake et al. (2022); 
Li et al. (2022)

Direct Feedback 22 (25.3%) Staffa & Rossi (2022); Ehrlich & Cheng (2019); Cervantes et al. 
(2023); Zhang et al. (2021); Jo et al. (2022); Fang et al. 
(2023); Aznan et al. (2019); Araujo et al. (2021); Mart�ınez- 
Cagigal et al. (2020); Chhabra et al. (2020); Aldini et al. 
(2023); Prinsen et al. (2022); Memar & Esfahani (2018); Lu 
et al. (2022); Alimardani et al. (2022); Pawu�s & Paszkiel 
(2022); Sanguantrakul et al. (2020); Rashid et al. (2020); Kar 
et al. (2022)

Performance Feedback 18 (20.1%) Liu & Jebelli (2021); Cervantes et al. (2023); Boonarchatong & 
Ketcham (2023); Lyu et al. (2022); Guo et al. (2020); Kuffuor 
& Samanta (2018); Jiang et al. (2018); Wang et al. (2018); 
Ai et al. (2018); Shao et al. (2020); Chen et al. (2020); 
Iwane et al. (2019); Wu et al. (2022); Aldini et al. (2019); 
Memar & Esfahani (2020); Long et al. (2019); Lu et al. 
(2020); Qian et al. (2018)

Neurofeedback 22 (25.3%) Staffa & Rossi (2022); Chang & Sun (2021); Xu et al. (2018); 
Lyu et al. (2022); Guo et al. (2020); Gordleeva et al. (2020); 
Nann et al. (2021); Tang et al. (2022); Ak et al. (2022); Zhao 
et al. (2020); Chu et al. (2018); Karunasena et al. (2021); Ali 
et al. (2021); Richter et al. (2023); Alimardani et al. (2020); 
Yoon et al. (2021); Ogino & Mitsukura (2018); Roshdy et al. 
(2021); Korovesis et al. (2019); Kim et al. (2021)

Artificial Intelligence Methods Traditional Machine Learning (ML) 42 (48.3%) Chen et al. (2021); Ehrlich & Cheng (2019); Chang & Sun 
(2021); Lyu et al. (2022); Si-Mohammed et al. (2020); 
Gordleeva et al. (2020); Araujo et al. (2021); Roy & Bhaumik 
(2022); Penaloza et al. (2018); Wei et al. (2021); 

(continued)
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robotic arms or mobile robots, catering to the rigorous 
demands of industrial applications for desired task perform-
ance. This type of robot emerged as the second most utilized 
in our corpus (n¼ 32).

4.2.2. Service robot
Service robots are designed to aid humans in tasks beyond 
manufacturing realms which can be embodied in any 
shapes. In personal service contexts, they facilitate household 
chores, provide entertainment, or serve as personal aides. 
Conversely, in professional settings, they find application 
across various sectors such as healthcare, where they assist 
in surgeries and patient care; agriculture, through harvesting 
robots; and logistics, with delivery drones, among others, 
showcasing their versatility and utility in both personal and 
professional spheres. Particularly, a wheeled robot with a 
robot arm was harnessed for assisting disabled individuals in 
Du et al. (2021). This robot category emerged as the most 
favored in our analysis, with 38 studies featuring it.

4.2.3. Medical robot
Medical robots are specifically designed for healthcare appli-
cations, encompassing surgical robots that aid in procedures, 
rehabilitation robots for therapeutic use, and diagnostic 
robots for medical assessments. Common examples include 
wearable exoskeletons (Chu et al., 2018) for mobility support 
and prosthetic devices (Ghosh & Orlando, 2019) for limb 
replacement, illustrating their critical role in enhancing 
patient care and medical outcomes. 27 studies were identi-
fied in this dimension.

4.2.4. Social robot
Social robots are engineered to engage with humans on an 
interpersonal level, possessing the ability to recognize and 
respond to human emotions, partake in conversations, and 
emulate social behaviors. Typically designed as humanoid 
robots, these machines are crafted to closely resemble 
human appearance and mannerisms, facilitating natural and 
intuitive interactions (n¼ 11).

4.2.5. Educational robot
Educational robots serve as interactive teaching aids, 
designed to assist in learning languages, programming, 
mathematics, and science subjects. They are specifically engi-
neered to be engaging and interactive, making the learning 
experience more effective and enjoyable for students. 
Similarly, it is often engineered as humanoid robots to 
mimic human teacher actions (n¼ 9).

4.2.6. Exploratory robot
Exploratory robots are deployed in environments deemed 
inaccessible or hazardous for humans, contrasting with the 
typical use of industrial robots. These include rovers navi-
gating in the inaccessible places, exploring underwater 
regions, and searching and rescuing operations in disaster- 
stricken areas, showcasing their critical role in extending 
human reach and capabilities (n¼ 4). Especially, a swarm 
robot was employed for exploratory purposes in Belkacem 
and Lakas (2021).

4.2.7. Autonomous vehicle
This innovative approach has transformed human society in 
recent years, introducing autonomous systems like self-driv-
ing cars, drones, and unmanned aerial vehicles (UAVs). 
These robots operate independently of human intervention, 
serving critical roles in transportation and conducting aerial 
surveys, marking a significant leap forward in technology 
and its applications (n¼ 3). Drones were the predominant 
type of autonomous vehicle observed in our corpus.

In addition to robot categories and EEG devices, several 
studies in our corpus also detailed the technologies utilized 
to bridge brains and robots. For hardware, Arduino (i.e., 
Abougarair et al., 2021; Farmaki et al., 2022; Pawu�s & 
Paszkiel, 2022) and Raspberry Pi (i.e., Belkacem & Lakas, 
2021; Kilmarx et al., 2018; Tang et al., 2022) (as well as their 
derivatives) were the most frequently mentioned. On the 
software side, the robot operating system (ROS) (i.e., 
Chhabra et al., 2020; Du et al., 2021; Qian et al., 2018; 
Richter et al., 2023; Zhang et al., 2021) emerged as the pre-
dominant robotic platform, with some studies also 

Table 4. Continued.

Sub-dimension Category Papers (%) References

Francis et al. (2021); Chhabra et al. (2020); Chu et al. 
(2018); Du et al. (2021); Shao et al. (2020); Magee & Givigi 
(2021); Aldini et al. (2023); Iwane et al. (2019); Memar & 
Esfahani (2020); Long et al. (2019); Ogino & Mitsukura 
(2018); Lu et al. (2020); Rashid et al. (2020); Kar et al. 
(2022); Qian et al. (2018)

Deep Learning (DL) 19 (21.8%) Ghosh & Orlando (2019); Staffa & Rossi (2022); Aznan et al. 
(2019); Cheng et al. (2024); Tang et al. (2022); Li et al. 
(2023); Magee & Givigi (2021); Rahul & Sharma (2019); 
Aldini et al. (2023); Wu et al. (2022); Pawu�s & Paszkiel 
(2022); Lu et al. (2020); Roshdy et al. (2021); Sanguantrakul 
et al. (2020); Korovesis et al. (2019); Kar et al. (2022)

Non-ML/DL 7 (8%) Wang et al. (2018); Wang & Sugaya (2021); Baka et al. (2019); 
Hernandez-Carmona & Penaloza (2019); Chiuzbaian et al. 
(2019); Yoon et al. (2021); Li et al. (2022)
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employing MATLAB (Simulink) (i.e., Ehrlich & Cheng, 
2019; Lu et al., 2022; Prinsen et al., 2022) for robot integra-
tion. Regarding communication protocols, the most com-
monly used option was transmission control protocol (TCP) 
(i.e., Cao & Liu, 2018; Fang et al., 2023; Quiles et al., 2022; 
Tang et al., 2022; Xu et al., 2018) while some studies 
included user datagram protocol (UDP) (i.e., Prinsen et al., 
2022), secure shell protocol (SSH) (Ali et al., 2021), message 
queuing telemetry transport (MQTT) (i.e., Sugiyama et al., 
2023), and custom-developed protocols (i.e., Chu et al., 
2018; Si-Mohammed et al., 2020; Wang et al., 2018).

4.3. Application contexts and evaluation techniques

4.3.1. Application contexts
Based on the level of direct human control over robots, we 
uncovered two overarching application contexts: Human 
Control Concern (HCC) and Robot Design Concern (RDC). 
We then delineated eight more specific, but rather high-level 
application categories lying either on HCC or RDC contexts. 
Further, we defined more specific application domains with 
detailed descriptions. Each study was primarily classified 
under either HCC or RDC (Table 5). Our goal is to harness 
this hierarchical knowledge to motivate future researchers to 
consider the function and role of robots prior to construct-
ing a complete BRI system under EEG.

4.3.1.1. HCC. In this context, the BRI system is tailored for 
situations in which humans intentionally control, direct, or 
guide the robots to achieve specific objectives.

4.3.1.2. RDC. In this context, humans intentionally control-
ling the robots is not the main concern; instead, the robots 
serve as external agents that provide assistance in carrying 
out specific tasks or achieving predefined goals.

Moreover, upon revisiting all studies, we identified eight 
application categories, with the majority present in both 
HCC and RDC contexts. Notably, Military Usage was 
uniquely associated with HCC, whereas Education was 
exclusively linked to RDC. Some studies extended across 
multiple application domains. For example, Wang et al. 
(2018) was classified under HCC while also incorporating 
application categories of assistance and healthcare. Similarly 
Alimardani et al. (2020), belonged to RDC, spanned educa-
tion and social interaction.

� Human-centric Technology: This category (n¼ 28 in 
HCC and n¼ 9 in RDC) investigates innovative, human- 
centered approaches in EEG-based BRI to enhance 
human interactions with robots, mutual task collabor-
ation, and UX. A majority of the studies were research- 
oriented introducing new tools or methodologies to 
advance the field. For instance, several studies harnessed 
AR for enhanced robotic control (Chen et al., 2020; Si- 
Mohammed et al., 2020).

� Assistance: Aims to leverage robotics in aiding individu-
als with disabilities or motor impairments, facilitating 
physical tasks like walking or navigation and enabling 

control over robots for task execution without physical 
movement, i.e., steering a mobile robot using solely brain 
signals (Rashid et al., 2020). 28 studies were identified 
with this category linked with HCC while 5 with RDC.

� Healthcare: Focuses on employing advanced robotics, 
such as exoskeletons or prostheses, for rehabilitation and 
therapeutic purposes in patients with mobility disorder 
issues, as well as supporting individual mental recovery 
and meditation. In this category, 16 studies were identi-
fied under HCC and only three under RDC.

� Education Targets cognitive development and skill 
improvement through BRI, with specific emphasis on 
language acquisition of gaining the ability to understand 
and communicate in a non-native language; and self- 
directed learning of obtaining knowledge or skills with 
self-supervision. This category was merely associated 
with RDC (n¼ 5).

� Entertainment: Summarizes research where BRI systems 
are designed or evaluated with relaxation, fun, and leis-
ure activities, utilizing EEG technology. One study was 
found in each of HCC and RDC.

� Safety and Security: Investigates strategies for enhancing 
safety in shared human-robot environments and ensuring 
secure operations to boost productivity. Likewise, only 
one study was identified both in HCC and RDC.

� Social Interaction: Encompasses studies on communica-
tion, collaboration, and companionship with robots 
designed to simulate more human-like interactions, 
focusing on robots’ ability to recognize and respond to 
human emotions and intentions. Mostly, humanoid 
robots were engaged such as Pepper robot (Staffa & 
Rossi, 2022) or Nadine robot (Baka et al., 2019). This 
category includes five studies, with four in RDC and 
only one in HCC.

� Military Usage: Explores the application of EEG-based 
BRI systems in military settings, with merely one study 
in this area associated with HCC.

4.3.2. Evaluation techniques
System evaluation is pervasively used in research papers to 
examine the developed systems. It was observed that nearly 
all the reviewed studies employed this methodology to 
evaluate their designed BRI systems. The evaluation method-
ologies within our corpus were categorized into six groups: 
performance metrics, user experience (UX) metrics, signal 
information, surveys, interviews, and not specified. Some 
studies employed multiple categories for system evaluation 
(Table 6).

4.3.2.1. Performance metrics. Traditional performance met-
rics, as typical objective measurements in EEG-based BRI 
system evaluation, vary depending on the specific applica-
tions and goals. This category represents the predominant 
evaluation method employed in 57 studies (i.e., Penaloza 
et al., 2018; Sanguantrakul et al., 2020; Yu et al., 2019), 
focusing on accuracy, response time, task completion time, 
error rate, and information transfer rate, with workload and 
efficiency serving as supplementary considerations.
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Table 5. Application contexts with category and domain information in our corpus.

Context Category Domain Description Papers (%) References

Human Control 
Concern (HCC)

Human-centric Technology Usability and user 
experience

Exploring better UX for 
effective interactions

7 (8%) Fang et al. (2023); 
Mart�ınez-Cagigal et al. 
(2020); Kuffuor & 
Samanta (2018); Yuan & 
Li (2019); Iwane et al. 
(2019); Memar & 
Esfahani (2020); Kim 
et al. (2021)

Research and innovation Exploring new 
advancements for 
research needs

18 (20.7%) Chen et al. (2021); Si- 
Mohammed et al. 
(2020); Guo et al. (2020); 
Sugiyama et al. (2023); 
Hernandez-Carmona & 
Penaloza (2019); Wei 
et al. (2021); Ak et al. 
(2022); Zhao et al. 
(2020); Jiang et al. 
(2018); Yuan & Li (2019); 
Chen et al. (2020); Cao 
& Liu (2018); Pawu�s & 
Paszkiel (2022); Kilmarx 
et al. (2018); Lu et al. 
(2020)

Mutual collaboration Collaborating with 
robots to enhance 
task performance by 
control

3 (3.4%) Liu & Jebelli (2021); Lyu 
et al. (2022); Memar & 
Esfahani (2018)

Assistance Physical movement Aiding people with 
motor disorders for 
physical movements

19 (21.8%) Wang et al. (2018); Ghosh 
& Orlando (2019); Zhang 
et al. (2021); Li et al. 
(2019); Farmaki et al. 
(2022); Tang et al. 
(2022); Wei et al. (2021); 
Francis et al. (2021); 
Wang et al. (2018); 
Abougarair et al. (2021); 
Du et al. (2021); 
Chiuzbaian et al. (2019); 
Li et al. (2023); Magee & 
Givigi (2021); Bahman & 
Shamsollahi (2019); 
Rahul & Sharma (2019); 
Ali et al. (2021); Long 
et al. (2019); Mondini 
et al. (2020)

Communication Motionless control from 
people for intended 
actions

7 (8%) Boonarchatong & Ketcham 
(2023); Shao et al. 
(2020); Karunasena et al. 
(2021); Quiles et al. 
(2022); Bahman & 
Shamsollahi (2019); 
Rashid et al. (2020); 
Korovesis et al. (2019)

Healthcare Rehabilitation Rehabilitation for 
people with mobility 
impairment

15 (17.2%) Wang et al. (2018); Xu 
et al. (2018); Jo et al. 
(2022); Gordleeva et al. 
(2020); Araujo et al. 
(2021); Nann et al. 
(2021); Tang et al. 
(2022); Roy & Bhaumik 
(2022); Ai et al. (2018); 
Chhabra et al. (2020); 
Chu et al. (2018); Wu 
et al. (2022); 
Dissanayake et al. 
(2022); Li et al. (2022); 
Sanguantrakul et al. 
(2020)

Therapy Therapeutic process 1 (1.1%) Roshdy et al. (2021)
Entertainment Engagement in 

entertaining activities
1 (1.1%) Cervantes et al. (2023)

Safety and Security Exploration for safe and 
secure needs

1 (1.1%) Lu et al. (2020)

(continued)
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4.3.2.2. UX metrics. UX metrics, usually as subjective meas-
urements, focus on gauging UX and user satisfaction when 
humans interact with a product within BRI. These metrics 
rely on the user’s opinions and feelings to evaluate aspects 
such as usability, engagement, and perception of the sys-
tem’s quality. In our corpus, we spotted numerous UX met-
rics exploited in designing and examining the BRI systems, 
such as emotional states (happiness, fatigue, sorrow, excite-
ment), usability (system usability score), and cognitive work-
load (NASA task load index). 16 studies embraced UX 
metrics for systematic evaluation (i.e., Alimardani et al., 
2020; Staffa & Rossi, 2022; Toichoa Eyam et al., 2021).

4.3.2.3. Signal information. This category constitutes 
another preferred evaluation methodology in our corpus. 
Many reviewed studies chose the information gleaned from 
brain signals employed within their BRI systems for assess-
ment, which in the majority of the cases, were EEG signals. 
This signal information encompasses various elements, 
including extracted features and other pertinent data. This 
category of evaluation methods ranked as the second most 
preferred approach among the studies (n¼ 20). For instance, 

in Chu et al. (2018), information regarding steady-state visu-
ally evoked potential (a type of EEG) was extracted for 
evaluation, while Ehrlich and Cheng (2019) used error- 
related potential (observed through EEG) for assessing their 
designed BRI systems.

5. Analysis of the interaction entity

The aim of this article is to investigate the recent research 
status with respect to EEG-based BRI systems especially to 
identify the interaction between brains and robots. Thus, the 
Interaction entity becomes the pivotal component in our 
BRI system model. As aforementioned, we established theor-
etical innovation regarding the communication between the 
brain and the robot under EEG. The relevant information 
pertaining to the interaction mode was based on how the 
brain and the robot were interconnected, mutually influ-
enced, and provided reciprocal feedback. In most instances, 
robots were linked with BCIs, which have previously shown 
high efficiency in seamless control. BCIs act as a crucial 
intermediary, facilitating connections between humans and 

Table 5. Continued.

Context Category Domain Description Papers (%) References

Social Interaction Robots as companions 
for social 
communications

1 (1.1%) Toichoa Eyam et al. (2021)

Military Usage Exploration intended for 
military cases

1 (1.1%) Belkacem & Lakas (2021)

Robot Design 
Concern (RDC)

Human-centric Technology Usability and user 
experience

Exploring better UX for 
effective interactions

2 (2.3%) Cheng et al. (2024); Aldini 
et al. (2019)

Research and innovation Exploring new 
advancements for 
research needs

5 (5.7%) Penaloza et al. (2018); 
Kompatsiari et al. 
(2018); Richter et al. 
(2023); Lu et al. (2022); 
Ogino & Mitsukura 
(2018)

Mutual collaboration Collaborating with 
robots to enhance 
task performance

2 (2.3%) Aldini et al. (2023); Aldini 
et al. (2019)

Assistance Physical movement Aiding people with 
motor disorders for 
physical movements

3 (3.4%) Aznan et al. (2019); Yoon 
et al. (2021); Yu et al. 
(2019)

Communication Aiding motionless 
people for intended 
actions

2 (2.3%) Wang & Sugaya (2021); 
Braun et al. (2019)

Healthcare Rehabilitation Rehabilitation for 
people with mobility 
impairment

1 (1.1%) Cheng et al. (2024)

Mental recovery Supports mental 
recovery

1 (1.1%) Yoon et al. (2021)

Meditation Help with mindfulness 
and meditation 
process

1 (1.1%) Yoon et al. (2021)

Education Language learning Supports exclusively in 
language learning

2 (2.3%) Prinsen et al. (2022); 
Alimardani et al. (2022)

Self-learning Support self-learning for 
skill enrichment

3 (3.4%) Wang & Sugaya (2021); 
Alimardani et al. (2020); 
Kar et al. (2022)

Entertainment Engagement in 
entertaining activities

1 (1.1%) Kar et al. (2022)

Safety and Security Exploration for safe and 
secure needs

1 (1.1%) Qian et al. (2018)

Social Interaction Robots as companions 
for social 
communications

4 (4.6%) Staffa & Rossi (2022); 
Chang & Sun (2021); 
Baka et al. (2019); 
Alimardani et al. (2020)
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external devices. However, we noted that some studies either 
did not employ BCIs for interaction or did not specify their 
involvement. In this chapter, we address the exhaustive 
details behind this entity, describing the definitions of the 
four dimensions (Pure BCI, BCIþAgents, Proactive Control, 
and Task-oriented HRI) with two derived sub-dimensions 
generated from our corpus. We illustrate their application 
scenarios with the practical deployment in the BRI system, 
featuring a particular emphasis of the control part. The 
overall distribution of the relevance of these dimensions 
within our corpus is displayed in Table 2 while the details 
of sub-dimensions mapping the specific references and 

number of papers enumerated are presented in Table 7. In 
addition, a schematic illustration of the four dimensions is 
displayed in Figure 6. To note, the four dimensions with the 
two sub-dimensions are not exclusively mapped with any 
individual papers. Rather, one paper may traverse multiple 
dimensions, reflecting the nuanced and multifaceted nature 
of the interactions examined. For instance, a single paper 
could contribute to both Pure BCI and Proactive Control 
(i.e., Chu et al., 2018; Cao & Liu, 2018; Kilmarx et al., 
2018), showcasing the overlap and integration of these 
dimensions in one study. We envision this curated know-
ledge being capable of benefiting future HRI research with 

Table 6. The evaluation methods identified in our corpus.

Metrics Papers (%) References

Evaluation methods Performance metrics 57 (65.6%) Chen et al. (2021); Staffa & Rossi (2022); Jo et al. (2022); Gordleeva 
et al. (2020); Araujo et al. (2021); Penaloza et al. (2018); Wei et al. 
(2021); Francis et al. (2021); Chhabra et al. (2020); Chu et al. 
(2018); Memar & Esfahani (2018); Long et al. (2019); Pawu�s & 
Paszkiel (2022); Kilmarx et al. (2018); Kar et al. (2022); Qian et al. 
(2018)

UX metrics 16 (18.4%) Staffa & Rossi (2022); Cervantes et al. (2023); Chang & Sun (2021); 
Baka et al. (2019); Lyu et al. (2022); Fang et al. (2023); Nann et al. 
(2021); Cheng et al. (2024); Mart�ınez-Cagigal et al. (2020); 
Chhabra et al. (2020); Li et al. (2023); Richter et al. (2023); Memar 
& Esfahani (2018); Toichoa Eyam et al. (2021); Alimardani et al. 
(2020); Ogino & Mitsukura (2018)

Signal information 20 (23%) Ehrlich & Cheng (2019); Wang & Sugaya (2021); Li et al. (2019); 
Cheng et al. (2024); Roy & Bhaumik (2022); Penaloza et al. (2018); 
Ai et al. (2018); Chu et al. (2018); Chiuzbaian et al. (2019); 
Karunasena et al. (2021); Yuan & Li (2019); Aldini et al. (2023); 
Dissanayake et al. (2022); Aldini et al. (2019); Lu et al. (2022); 
Alimardani et al. (2022); Li et al. (2022); Yu et al. (2019); Mondini 
et al. (2020); Kim et al. (2021)

Table 7. The overview of the interaction entity with the dimensions as well as the categories identified in our corpus.

Dimension Sub-dimension Papers (%) References

Pure BCI 34 (39.1%) Wang et al. (2018); Staffa & Rossi (2022); Liu & Jebelli (2021); Wang 
& Sugaya (2021); Braun et al. (2019); Jo et al. (2022); Guo et al. 
(2020); Farmaki et al. (2022); Sugiyama et al. (2023); Cheng et al. 
(2024); Penaloza et al. (2018); Zhao et al. (2020); Jiang et al. 
(2018); Chhabra et al. (2020); Chu et al. (2018); Chiuzbaian et al. 
(2019); Karunasena et al. (2021); Quiles et al. (2022); Cao & Liu 
(2018); Li et al. (2023); Bahman & Shamsollahi (2019); Memar & 
Esfahani (2018); Dissanayake et al. (2022); Kilmarx et al. (2018); 
Roshdy et al. (2021); Sanguantrakul et al. (2020)

BCIþAgents 17 (19.5%) Zhang et al. (2021); Aznan et al. (2019); Ak et al. (2022); Kuffuor & 
Samanta (2018); Wang et al. (2018); Ai et al. (2018); Abougarair 
et al. (2021); Du et al. (2021); Yuan & Li (2019); Chen et al. 
(2020); Toichoa Eyam et al. (2021); Rashid et al. (2020); Kar et al. 
(2022)

Proactive Control Single Signal Control (SSC) 47 (54%) Chen et al. (2021); Zhang et al. (2021); Lyu et al. (2022); Fang et al. 
(2023); Guo et al. (2020); Farmaki et al. (2022); Sugiyama et al. 
(2023); Roy & Bhaumik (2022); Mart�ınez-Cagigal et al. (2020); 
Hernandez-Carmona & Penaloza (2019); Iwane et al. (2019); Wu 
et al. (2022); Memar & Esfahani (2018); Dissanayake et al. (2022); 
Toichoa Eyam et al. (2021); Memar & Esfahani (2020); Ogino & 
Mitsukura (2018); Kilmarx et al. (2018); Li et al. (2022); Lu et al. 
(2020); Roshdy et al. (2021); Sanguantrakul et al. (2020); Rashid 
et al. (2020); Kim et al. (2021)

Hybrid Signal Control (HSC) 9 (10.3%) Wang et al. (2018); Jo et al. (2022); Li et al. (2019); Gordleeva et al. 
(2020); Nann et al. (2021); Tang et al. (2022); Lu et al. (2022); 
Pawu�s & Paszkiel (2022); Korovesis et al. (2019)

Task-oriented HRI 17 (19.5%) Staffa & Rossi (2022); Chang & Sun (2021); Wang & Sugaya (2021); 
Braun et al. (2019); Baka et al. (2019); Aznan et al. (2019); 
Penaloza et al. (2018); Aldini et al. (2023); Kompatsiari et al. 
(2018); Prinsen et al. (2022); Richter et al. (2023); Dissanayake 
et al. (2022); Aldini et al. (2019); Alimardani et al. (2022); 
Alimardani et al. (2020); Yu et al. (2019); Qian et al. (2018)
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efficient communication design. This chapter is crafted par-
ticularly for interpreting RQ2 and RQ3.

5.1. Pure BCI

In the EEG-based HRI context, BCI is yet the most adopted 
tool which focuses on enabling direct communication 
between the brain and robotic systems, allowing individuals 
to control external devices by brain signals. A fine-designed 
BRI system takes this concept a step further by integrating 
brain signals with robotic systems, empowering humans to 
not only control robots through the collected brain signals 
but also receive sensory feedback. We found that in the 
majority of the examined studies, BCI was extensively 
exploited to build the interaction between the brain and the 
robot. While certain studies exclusively employed BCI, 
others integrated BCI with complementary techniques. 
Hence, the first dimension of the Interaction entity is Pure 
BCI, entailing those papers where the BCI was harnessed 
without other auxiliary technologies in bridging the connec-
tion. Almost 40% of the studies exploited only BCIs for link-
ing human brains and robots, yielding a dominant usage of 
robot arms. For example, Kilmarx et al. (2018) constructed 
the connection between the brain and a robot arm for 
manipulation rooted in a single BCI, while Alimardani et al. 
(2022) managed to create an assistive learning environment 
with the same mechanism as the robot. Particularly, exoskel-
etons are connected with a single BCI in two studies (Chu 
et al., 2018; Ghosh & Orlando, 2019).

5.2. BCI1Agents

In some of the studies, BCI was employed not in isolation 
but in conjunction with one or more supplementary tech-
nologies. We define the second dimension of this entity as 
BCIþAgents, where additional technologies are seamlessly 
integrated with BCI to enhance control and interaction with 
robots. From our corpus, we identified 15 studies which 
employed external agents either physical devices or artificial 
technologies. In Toichoa Eyam et al. (2021), the interactions 
were designed and conducted under the support of both 
BCIs and an emotion recognition sector by using the 

accumulated EEG signals. Whereas, some computer vision 
use cases such as object detection was probed with BCI, 
enhancing robotic precision in human-centered service 
designing (Du et al., 2021). Some studies (Chen et al., 2020; 
Si-Mohammed et al., 2020) acknowledged VR, AR, and 
mixed reality (MR) have flourished as the state-of-the-art 
technologies enabling immersive interactions in recent years 
and then applied XR (the catch-all term of these three tech-
niques) with BCIs to initiate the advisable interaction in the 
developed BRI systems. In addition Abougarair et al. (2021) 
linked BCI with an extra Arduino Uno microcontroller to 
build interaction while Aznan et al. (2019) leveraged an 
object detection architecture to establish interaction between 
human brains and robots.

5.3. Proactive control

The synergy between BRI systems and robot control has 
emerged as a breakthrough in the field of robotics. Through 
BRI, humans and autonomous/semi-autonomous machines 
are connected in unprecedented ways, enabling intuitive, 
and precise control of robots across a spectrum of applica-
tions. In most of the structured BRI systems (including our 
corpus), EEG signals are compiled for directing the explicit 
control to robots by conveying commands. Similarly, we 
revealed that the majority of the studies included in our cor-
pus had the intention to purposefully control the robots, 
which formed the third dimension of the Interaction entity 
– Proactive Control. The two sub-dimensions formulated 
according to the number of biosignals used are described in 
the following two sub-sections.

5.3.1. Single signal control
The main body the research studies in our corpus coincided 
with the condition that the EEG signal was merely engaged 
in flowing from brains to robots, promoting the formation 
of the first sub-dimension – Single Signal Control (SSC). 
While a diverse array of usage relating to realistic applica-
tion situations was observed, those papers conforming to 
SSC did not involve other physiological signals except EEG 
(i.e., Guo et al., 2020; Jiang et al., 2018; Kuffuor & Samanta, 

Figure 6. A schematic illustration of the interaction entity with the four dimensions proposed.
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2018; Karunasena et al., 2021; Quiles et al., 2022; Yuan & Li, 
2019). In total, 39 papers were determined in accordance 
with SSC, where their main purpose was to achieve spontan-
eous robot control to meet predefined goals. Most of the 
studies were intended to engage merely EEG as the stimula-
tion, to proactively control, i.e., robotic arms for grasping 
(Hernandez-Carmona & Penaloza, 2019) or mobile robots 
for navigating (Magee & Givigi, 2021).

5.3.2. Hybrid signal control
While we narrated before that the ultimate corpus in this 
article was determined in a fully or dominantly EEG-based 
context, some of the reviewed studies (n¼ 9) leveraged mul-
tiple biosignals together with EEG for efficacious control of 
robots. Another sub-dimension affirmed is Hybrid Signal 
Control (HSC), where the compatible papers employed vari-
ous types of brain signals aside from EEG to attain hybrid 
control with high robustness. For instance, in Wang et al. 
(2018), the EOG signals were acquired together with EEG 
signals to blendedly supervise a mobile robot for home aux-
iliary. However, it’s worth noting that EMG signals emerged 
as the most commonly employed modality in conjunction 
with EEG signals for HSC in our corpus (Gordleeva et al., 
2020; Jo et al., 2022; Pawu�s & Paszkiel, 2022). Notably, 
almost half of the HSC studies (n¼ 4) concentrated on 
wearable robots, i.e., exoskeletons for healthcare situations 
(Gordleeva et al., 2020; Jo et al., 2022; Nann et al., 2021; 
Tang et al., 2022).

5.4. Task-oriented HRI

HRI, as the precise term describing the collaboration 
between human cognition and robotic capabilities has rede-
fined industries, enhancing productivity, safety, and adapt-
ability. As BRI technology continues to advance, the 
potential for more seamless and natural interactions between 
humans and robots expands, promising to reshape the 
future of automation and human-robot partnerships. A cer-
tain number of reviewed studies (n¼ 13) were found where 
the primary objective of the BRI systems was not formulated 
to control and instruct the robots. Instead, most of them 
fabricated a synergistic environment where the robots were 
served as an external intermediaries for human (brain) inter-
action, fulfilling designated tasks or operations, i.e., robot 
navigation (Aznan et al., 2019; Chang & Sun, 2021; Yu 
et al., 2019) and cognitive task collaboration (Aldini et al., 
2023). Nonetheless, we found that a small number of studies 
belonging to Task-oriented HRI either with a full extent or 
an emerging fashion also corresponded to other dimensions 
(i.e., Pure BCI (Wang & Sugaya, 2021), BCIþAgents (Aznan 
et al., 2019), and Proactive Control (Aldini et al., 2019)).

6. Challenges and outlook

In the following parts, we list and elaborate on the chal-
lenges faced and potential directions for future research 
within EEG-based BRI that warrant exploration, based on 

our reviewing process. From the analysis grounded by our 
three inclusive entities Brain, Robot, and Interaction, we 
realize that our corpus has indicated the up-to-date techno-
logical advancements made in the domain. Whereas, there 
remain several unavoidable challenges that have yet to be 
comprehensively discussed in previous literature, including 
issues related to hardware, signal techniques, human-centric, 
and ethical concerns. We envision the following problems 
along with the research outlook derived would be valuable 
for future investigators in this field and with the derived 
challenges we aim to pose the future directions of the EEG- 
BRI research body to benefit the HRI community. This 
chapter answers RQ4.

6.1. Signal quality and acquisition

1. Low Spatial Resolution: While EEG excels in its tem-
poral resolution, capturing rapid changes in brain activ-
ity, it offers a notably lower spatial resolution (Toichoa 
Eyam et al., 2021). This challenge becomes particularly 
evident when researchers aim to identify precise brain 
regions involved in advanced brain imaging modalities 
such as functional magnetic resonance imaging or posi-
tron emission tomography scans. This drawback 
restricts our ability to precisely pinpoint the specific 
anatomical location of neural activity within the brain. 
For future direction, this challenge can be addressed by 
providing complementary techniques or localization 
methods to enhance the spatial precision of EEG data 
analysis.

2. Signal Quality: EEG signals are vulnerable to noise from 
a variety of sources, which can significantly affect signal 
quality (Ghosh & Orlando, 2019). The presence of noise 
stemming from muscle activity and eye movements 
whether voluntary or involuntary, can contaminate EEG 
recordings. Additionally, even environmental factors 
such as electromagnetic interference or ambient elec-
trical noise, can infiltrate EEG data. Therefore, the chal-
lenge is find a way to consistently maintain a high 
signal-to-noise ratio in EEG-based BRI research.

3. Individual Variability: Another challenge lies in the con-
siderable individual variability revealed in EEG signals 
(Quiles et al., 2022; Wang et al., 2018). Different human 
brains possess unique physiological and functional char-
acteristics, which inevitably result in distinct EEG pat-
terns. This individual variability can complicate the 
development of BCIs that work universally for others. 
Consequently, customization and calibration processes 
are ubiquitously imperative to enable BCIs to accommo-
date the specific neurophysiological human traits.

4. Interference and Artifacts: External sources of interfer-
ence, range from everyday electrical appliances to the 
presence of other individuals in the vicinity, pose a sub-
stantial challenge to the integrity of EEG signals (Ghosh 
& Orlando, 2019; Mondini et al., 2020). These disrup-
tions act as interfering artifacts in EEG acquisition, 
which can obscure the genuine neural signals of inter-
est. For future research, detecting and mitigating 
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external interference is of paramount importance in 
EEG-based applications.

6.2. BCI development

1. Real-time Processing: BCIs rely on the smooth and real- 
time processing of EEG data to facilitate timely interac-
tions between the human brain and the robot (Francis 
et al., 2021; Korovesis et al., 2019). As discussed in 
Section 4.1.2, the significance of low latency, high 
accuracy, high temporal resolution, and computational 
efficiency in EEG-based BRI cannot be ignored, particu-
larly with the latter two factors only evident in several 
studies. BCIs are increasingly employed in applications 
that require rapid and accurate translation of neural 
activity into actionable commands to be conveyed to 
environmental robots. Therefore, the challenge lies in 
minimizing the delay between the human brain signal 
generation and the subsequent response of the BCI-con-
trolled agents to deliver a seamless and intuitive experi-
ence. Achieving this low latency processing with high 
accuracy necessitates a robust pipeline that can swiftly 
acquire and decode EEG signals.

2. Training and Adaptation: Realizing the full promise of 
BCIs hinges on their ability to be user-friendly and 
adaptive (Memar & Esfahani, 2020; Richter et al., 2023). 
Currently, many BCIs demand humans to undergo 
extensive training to attain proficiency in operating the 
developed BRI systems effectively. This training process 
often involves repeated mental tasks or motor imagery 
to establish a reliable communication with robots. 
While humans may initially achieve proficient control, 
maintaining a high level of human performance over 
time can be challenging. Factors such as fatigue and 
“Gorilla effect (Feuchtner & M€uller, 2018)” can lead to 
performance deterioration. Therefore, the adaptivity in 
BCI research is the central development of continuously 
learning and evolving alongside humans.

3. Integration with Other Technologies: The integration of 
BCIs with other technologies represents another existing 
challenge in HCI/HRI. This synergy is reliant on com-
plex hardware and software systems, need to effortlessly 
interface with external tools or platforms, holding the 
potential to revolutionize a wide range of applications 
from healthcare to gaming and beyond (Ali et al., 2021; 
Lyu et al., 2022). For example, even we identified few 
studies that embraced XR technique in our corpus, inte-
grating XR into EEG-based BRI systems still remains 
challenging. By incorporating XR, BCIs can enable 
more immersive and intuitive experiences by translating 
human thoughts into actions within virtual environ-
ments or objects. For future avenue, selecting appropri-
ate technologies with BCIs for interdisciplinary 
collaboration is crucial for expanding the horizons 
of HCI.

4. User Feedback and Control: BCIs are supposed to equip 
humans with comprehensive feedback and precise con-
trol over the BRI systems’ operations (Cheng et al., 

2024; Toichoa Eyam et al., 2021). However, achieving 
this goal can be particularly challenging, especially when 
BCIs primarily rely on neural signals. To develop intelli-
gent interfaces that interpret biosignals and provide 
real-time feedback to humans still remains challenging. 
The future research should formulate the feedback to be 
both informative and user-friendly, ensuring that indi-
viduals of varying technical backgrounds can effectively 
interact with the BCIs.

6.3. Safety and ethical concerns

1. Privacy and Security: The emergence of signal acquisi-
tion tools has given rise to concerns regarding the priv-
acy and security of human neural data (Wu et al., 
2022). As, i.e., BCIs continue to advance, the need for 
robust safeguards and ethical considerations becomes 
increasingly evident. While our study focuses on EEG- 
based BRI, the biosignal data used is highly personal 
and can potentially reveal intimate details about individ-
uals’ thoughts, emotions, and even medical conditions 
(Ma et al., 2024; Zhang et al., 2020). In further investi-
gation, ensuring the secure and safe handling of human 
biosignal data is challenging.

2. Ethical and Legal Issues: Similarly, the rapid growth of 
biometric data capture tools brings a multitude of eth-
ical and legal considerations that require careful atten-
tion in BRI systems (Belkacem & Lakas, 2021; Korovesis 
et al., 2019; Magee & Givigi, 2021). The foremost con-
cern revealed is the issue of informed consent. The tools 
used involve the acquisition and utilization of highly 
personal and private biosignal data, while each person 
involved must be provided with clear, comprehensive 
information about how their data will be used and the 
potential conflicts of interest. Furthermore, the concept 
of data ownership in signal-acquiring tools is a complex 
matter. Who has the rightful claim to the neural data 
generated by these BRI systems – the individuals, the 
technology provider, the researchers, or a combination 
of them all? Another critical aspect is safeguarding 
against potential misuse of the technology. As these 
tools gain the potential to influence human thoughts 
and behaviors, there is a growing concern about 
unauthorized access and manipulation of personal body 
signal data. Thus, establishing proper ethical guidelines 
to mitigate the risks and ensuring biosignals are being 
used for responsible purposes remains challenging.

3. Invasive vs Non-invasive BCIs: The last challenge dis-
covered from our corpus regarding BCI development is 
the choice between invasive and non-invasive BCIs 
(Quiles et al., 2022; Si-Mohammed et al., 2020). 
Invasive BCIs, which oblige the implantation of electro-
des directly into the human brain present numerous 
ethical and safety concerns. Implanting electrodes might 
cause infection and tissue damage, which must be care-
fully pondered with the potential benefits. On the other 
hand, non-invasive BCIs (for EEG signals) are more 
accessible and safer in terms of physical risks, typically 
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deliver lowering signal quality as mentioned before. 
This limitation can hinder their precision and reliability, 
impacting practical applications such as high-precision 
robotic control. Hence, selecting between invasive and 
non-invasive BCIs is challenging since it ultimately 
depends on the specific scenarios, with considering and 
equalizing the need of signal quality with the corre-
sponding ethical and safety issues.

6.4. User acceptance and accessibility

1. User Acceptance and Comfort: For meticulously 
designed EEG-based BRI systems aiming at gaining 
widespread acknowledgement and adoption, it is chal-
lenging to insert BRI system with high user acceptance 
and comfort (Bauer et al., 2008; Bahman & Shamsollahi, 
2019; Si-Mohammed et al., 2020). EEG electrodes typic-
ally require close contact with the scalp, which can be 
discomforting especially when it is required to wear the 
electrodes for extended durations, such as in rehabilita-
tion studies. Therefore, the generated user fatigue will 
not only diminish the UX but can also impact the 
accountability and reliability of the EEG signals 
obtained. To address this challenge, more concentration 
should be devoted in developing more ergonomic and 
unobtrusive EEG devices that minimize discomfort 
while maintaining signal quality, and promoting 
human-centered design that fosters greater user engage-
ment and acceptance.

2. Cost and Accessibility: Precise EEG acquisition devices are 
expensive, which poses challenges both for research insti-
tutions and individuals interested in designing BRI sys-
tems (Braun et al., 2019; Magee & Givigi, 2021; Prinsen 
et al., 2022). The prohibitive cost can potentially limit the 
scope of BRI research, excluding smaller laboratories with 
budget constraints from contributing to the advancements 
of this field. Thus, providing access for those who could 
benefit greatly from the equipment is challenging, espe-
cially for people with motor disabilities seeking to enhance 
their communication with assistive devices or robots. As a 
result, there’s a growing emphasis on democratizing the 
devices used in EEG-based BRI systems by making them 
more affordable and accessible.

6.5. Medical and clinical considerations

1. Clinical Validation: Healthcare applications are getting 
more attention in the EEG-based BRI context, with the 
potential to revolutionize patient care and improve the 
quality of life (Rahul & Sharma, 2019). However, realiz-
ing this potential which mainly relies on involving BCIs 
for clinical usage, needs to undergo rigorous testing and 
regulatory validation to demonstrate their efficacy and 
safety. Conducting extensive clinical trials and accumu-
lating empirical evidence to support the use in medical 
contexts still remains challenging.

2. Long-term Reliability: Ensuring the reliability and safety 
of the tested apparatuses over extended periods is a 

significant challenge, particularly when considering 
chronic medical applications where patients may rely on 
apparatuses for a lengthy duration spanning months or 
even years (Cervantes et al., 2023; Yoon et al., 2021). 
The longevity and sustained performance of, i.e., BCIs 
are crucial for patients with chronic physiological condi-
tions, as any deterioration in device performance can 
have serious consequences for their health. This chal-
lenge entails addressing issues related to signal quality 
and stability, skin interfaces, and the overall robustness 
of the BRI system, etc., in upcoming related research 
endeavors.

6.6. Reflection of the future trend

6.6.1. Innovative signal acquisition
One of the foremost challenges in EEG-based BRI research 
lies in improving signal quality and acquisition. Current sig-
nal acquisition methods are limited by low spatial reso-
lution, necessitating advancements in hardware to enhance 
precision and reliability. Similarly, the challenge of main-
taining signal quality demands innovative approaches to 
detect and mitigate noise, ensuring cleaner data for process-
ing and analysis.

6.6.2. Addressing BCI challenges
Several issues persist in BCI development, such as delays in 
signal generation, sustaining human performance over 
extended periods, integrating XR into EEG-based BRI sys-
tems, and interpreting complex bio-signals. Hardware 
advancements are crucial to addressing delays and perform-
ance maintenance, while integration with existing systems 
will require seamless solutions. On the other hand, interpret-
ing bio-signals calls for user-friendly methods that can be 
understood by a wide audience—medical professionals, engi-
neers, and lay users alike. These solutions should simplify 
bio-signal analysis without sacrificing precision.

6.6.3. Handling ethical considerations
Physiological sensing inherently brings challenges related to 
data handling and privacy. Future research must prioritize 
the development of robust ethical guidelines for data proc-
essing and storage. Importantly, users should be informed 
about how and under what conditions their data is used, 
ensuring privacy is never compromised. This requires creat-
ing transparent and secure systems that respect users’ rights 
while enabling effective data utilization.

6.6.4. Designing user-acceptable interactions
For EEG-based BRI systems to achieve widespread adoption, 
the hardware must prioritize comfort and unobtrusiveness, 
allowing seamless use in public spaces without disrupting 
daily routines. Efforts should focus on developing devices 
that are intuitive, aesthetically acceptable, and user-friendly 
for diverse real-world contexts. Particular attention should 
be given to individuals who rely on BCI technology for 
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medical purposes, ensuring these systems are accessible, reli-
able, and tailored to their specific needs.

6.6.5. Long-term empirical evaluation
Future research should prioritize long-term empirical studies 
that collect data from participants outside laboratory envi-
ronments, for instance, for from the medical perspective. 
Ensuring reliable and safe conditions for such studies is crit-
ical to understand the practical utility and performance of 
BCI systems in everyday settings. These evaluations will not 
only strengthen the empirical foundation of BRI systems but 
also provide insights into their usability and accessibility for 
diverse user groups.

In summary, addressing these challenges will require 
multidisciplinary efforts to advance hardware, ensure data 
integrity and ethical compliance, and design systems that are 
accessible, reliable, and practical for both specialized and 
everyday use. These trends will shape the next generation of 
EEG-based BRI systems, paving the way for broader applica-
tions in medical, industrial, and public contexts.

7. Discussion

In this section, we discuss key findings and formulate take-
away messages for the HRI community aligned with our 
BRI system model.

7.1. Current research landscape in EEG-based BRI

7.1.1. Application and evaluation
As we have shown in this article, current researcher is 
increasingly exploring novel applications for brain-interacted 
robotics, ranging from assistive technologies for healthcare 
over collaboration and entertainment to education. We 
grouped these applications contexts into overarching catego-
ries of HCC and RDC, which underlines the two primary 
foci in the current research landscape. Analysis of our cor-
pus reveals that the predominant application context for 
EEG-based BRI in recent years falls under HCC, specifically 
involving the control of robots by the human brain to 
achieve deliberate goals. Notably, scenarios where applica-
tions were aligned with human-centric technologies are par-
ticularly favored both in HCC and RDC. Healthcare and 
assistance applications, where robots are manipulated to 
achieve specific objectives, are mainly attributed to HCC. In 
contrast, applications for socializing wherein robots are 
selected and designed without clear indications of spontan-
eous control, instead offering companionship are mostly 
correlated with RDC. We believe that HCC will remain the 
predominant context for future EEG-BRI design, while RCC 
is expected to gain prominence as well. As for the evaluation 
methods, most of the reviewed papers (> 60%) employed 
various performance metrics, such as accuracy, response 
time, task completion time, and error rate. This indicates 
that conventional metrics for evaluating task success remain 
widely adopted. The remaining two categories almost equally 
cover UX metrics and signal information. This likely reflects 

the fundamental goals of the research within the field of 
HCI/HRI, in which researchers often prioritize objective 
measures to quantitatively assess the performance and effi-
ciency of the systems. The nearly equal distribution of these 
two metrics may suggest a growing importance of users’ 
subjective experience alongside objective performance meas-
ures. UX metrics include subjective assessments, such as 
user satisfaction, perceived ease of use, and overall user 
experience, which leads to a more holistic understanding of 
EEG-based BRI. We recommend that future developments 
incorporate a combination of different metrics to enhance 
the robustness of these systems.

7.1.2. Brain
Another line of current research in this field is dedicated to 
signal acquisition and decoding included in the Brain entity. 
As for the signal acquisition, over 80% of the papers we 
reviewed focused on three primary paradigms: task-based, 
MI, and SSVEP, known for their proven efficiency and 
usability in prior work. Regarding the apparatus, the Emotiv 
EPOC emerged as the preferred choice, a trend likely to 
continue until the next generation of advanced devices 
appear. Sensor location choices indicated a preference for 
targeting specific brain regions for optimal system perform-
ance, with over half of the studies not utilizing all four brain 
regions for EEG sensor placement. Notably, in determining 
the number of electrodes, the majority opted for fewer than 
32, challenging the conventional wisdom that 64 electrodes 
are optimal. In the decoding phase, over 40% of the studies 
emphasized the importance of a seamless feedback mechan-
ism for real-time EEG decoding, enhancing both user con-
trol and experience. Whereas, we discovered that 
computational efficiency remains to be a challenge, possibly 
requiring more specialized hardware and other resources. 
For feedback enhancement approaches, visual feedback was 
the most popular representative for its convenience and 
intuitiveness. Notably, neurofeedback was featured in about 
a quarter of the studies (same to direct feedback), where we 
speculate that, in EEG-based environments, the profound 
and precise neural signals were collected and deemed to 
provide effective feedback. In feature extraction and classifi-
cation, traditional ML algorithms were used in nearly half of 
the studies, owing to their proven performance in signal 
processing before the advent of the review papers (2018). 
Also, the advanced DL methods were in a period of rapid 
and prosperous development during the period of the exam-
ined studies (2018–2023). Hence, many studies incorporated 
various DL algorithms in signal decoding. In comparison, 
only several studies employed neither ML nor DL methods. 
We are confident that future researchers will be able to 
leverage the information we offered in the Brain entity to 
design different related dimensions.

7.1.3. Robot
In relation to the Robot entity, we have identified seven 
dimensions, correspond to seven types of robots according 
to their functionality, contextuality, and applicability, 
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surpassing the scope of previous categorization efforts 
(Aljalal et al., 2020; Mao et al., 2017). We found that service 
robots were most commonly used, closely followed by 
industrial robots, likely because many studies focused on 
using service robots, employed for human-centred services 
like object delivery or indoor cleaning. The prevalence of 
industrial robots may stem from numerous studies leverag-
ing neural signals for precise tasks, like operating a robot 
arm for grasping items or guiding a mobile robot to a spe-
cific spot. Medical robots, often wearables, represent another 
significant dimension, aimed at aiding recovery in individu-
als with physical disabilities. In addition, the growing inter-
est in social and educational robots reflects the expanding 
field of social robotics over the past years, with social robots 
taking diverse forms from humanoid (Staffa & Rossi, 2022) 
to other designs (Wang & Sugaya, 2021), facilitating inter-
active functions.

7.1.4. Interaction
We uniquely dissected the essence of the interaction 
between human brains and robots, formulating the 
Interaction entity which serves as the bridge facilitating 
mutual communication between the Brain and Robot enti-
ties. This is the most innovative part of our article compared 
to prior review papers. Within this entity, we have catego-
rized the design strategy into four dimensions, where 
Proactive Control emerged as the predominant interaction 
mode in our corpus (64.3%). This might because in preva-
lent BRI scenarios, the driving objectives are to control and 
manipulate robots for desired outcomes. Of which, two 
more sub-dimensions are SSC and HSC. SSC, which 
involves using EEG signals as the sole biosignal input, con-
stitutes the largest proportion (54%) of brain-to-robot inter-
actions. As a comparison, only a few studies belong to HSC 
(10.3%) where other types of biosignals are harnesses at the 
same time. This obvious divergence is likely due to the per-
ceived complexities, potential errors, and challenges associ-
ated with managing multi-signal uncertainty in HSC cases. 
The second most favoured interaction mode is Pure BCI 
(39.1%), which is twice the number of BCIþAgents (19.5%). 
This can be attributed to the convenience and ease of con-
trol of the singular adoption of BCIs. As a fact, we found 
that papers spanned over one dimension were predomin-
antly categorized into both Pure BCI and Proactive Control 
(mostly in SSC). This observation suggests that this combin-
ation, particularly within the SSC sub-dimension, has poten-
tially evolved into a standard in designing interaction modes 
for BRI systems within the reviewed literature. 
Simultaneously, we have to realize that the tendency of 
using BCIs with external agents (XR techniques, emotion 
recognition, etc.) for effective interaction has been affirmed 
through our observation. About 20% of reviewed studies 
were classified as Task-oriented HRI, where robots were 
exploited as more of providing companionship for mutual 
collaboration, instead of unidirectional control. We believe 
the similar usage will prosper with a remarkable pace in the 
future because of the advancements in social robotics.

7.2. Future research directions

Within the scope of this article, we have identified five main 
direction for future research directions that coincide with 
aforementioned challenges: (1) signal quality and acquisi-
tion, (2) BCI development, (3) safety and ethical concerns, 
and (4) user acceptance and accessibility, and (5) medical 
and clinical considerations. Future work on signal quality 
and acquisition can explore dry electrodes, which are more 
user-friendly, require less preparation time, and often yield 
better signal quality over extended periods. Moreover, the 
development of flexible and wearable electrode arrays con-
form to the scalp better, providing improved contact and 
reducing motion artifacts. Another potential direction can 
focus on utilizing machine learning algorithms that improve 
the system’s ability to decode intentions accurately and 
enhance the flexibility and adaptability of EEG-robot inter-
action systems. As for the BCI development, future work 
should further explore signal processing techniques, such as 
adaptive filtering and wavelet analysis, to enhance the 
extraction of relevant information from EEG signals and 
improve the accuracy of brain signal interpretation. With 
the raise of ML/DL, future research can further leverage 
algorithms to adapt and learn user-specific patterns to 
enhance the system’s ability to decode complex brain signals 
and improve control accuracy. As we have seen from this 
article, not many works have focused on addressing issues 
related to safety and ethical concerns, which increases a 
demand to explore them in the future. For example, it can 
include feedback and notification mechanisms that ensure 
users are informed about the data collection, storage, and 
potential use of their EEG data, since obtaining clear 
and informed consent is essential to respect users’ privacy 
and autonomy. Moreover, implementation of robust data 
security measures, including encryption and secure storage, 
is crucial to protect users’ sensitive EEG data from 
unauthorized access and potential breaches. To address 
issues related to user acceptance and accessibility, future 
work should actively engage users in the design process, 
gather feedback, and iteratively refine the system based on 
user input, to ensure that the technology aligns with users’ 
needs, preferences, and expectations, for example, by 
employing user-centered design. Last but not least, as for 
medical and clinical considerations, future work should per-
form rigorous clinical validation studies to assess the effect-
iveness and safety of the EEG-robot interaction system in 
real-world medical scenarios. For example, clinical trials can 
provide valuable evidence of the technology’s clinical utility 
and validate its use in healthcare contexts. Additionally, col-
laboration with healthcare professionals, neurologists, and 
clinicians should be facilitated to integrate EEG-robot inter-
action into medical diagnoses and treatment plans. This can 
ensure that the system aligns with clinical practices and con-
tributes meaningfully to patient care.

7.3. Limitations

However, it’s important to acknowledge a significant limita-
tion of the model we developed and employed. This model 
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does not explicitly encompass all the specific and potential 
components within the Brain entity. We have primarily 
focused on EEG signal acquisition and decoding approaches 
with proposed dimensions (4þ 3) within the Brain entity 
for coverage and generalizability. However, there may be 
more aspects not yet explored in this article. Additionally, 
the associations between HCC and RDC in application con-
texts often depend on the specific context; for instance, a 
robot may be chosen to provide feedback to humans during 
a route guidance task, and its action control may require 
brain signals to generate directives. However, introducing 
additional layers of complexity could render both analysis 
and presentation unwieldy. As for the Robot entity, while we 
admit the possibility of overlooking some robots or robotic 
systems with specialized usage, we are confident that our 
coverage incorporates the entirety of robots utilized in the 
studies published up until our examination date (31 July 
2023). Nonetheless, we acknowledge that the dimensions 
developed in the Interaction entity may not be in agreement 
with some other HRI researchers since they might have dif-
ferent definitions and classifications regarding interaction 
modes. Simultaneously, a diverse range of modalities may be 
employed in conjunction with BCIs, which were collectively 
referred as BCIþAgents in our study, as our intention was 
to span over a wide range of research.

8. Conclusion

This article delivers two principal contributions: firstly, it 
offers a comprehensive overview coupled with an in-depth 
meta-analysis of the EEG-based BRI research landscape, 
serving as a guiding beacon for future researchers. Secondly, 
it introduces a theoretical contribution in the form of an 
EEG-based BRI system model, meticulously delineating the 
constituent entities, with a primary focus on the intricacies 
of interaction between human brains and robots. 
Specifically, our research dissects the EEG-based BRI system 
into three distinct entities, with a special emphasis on the 
design facets regarding the interaction between human 
brains and robots. Our findings illuminate that a significant 
portion of the reviewed papers prefers proactively control-
ling robots when establishing this interaction. 
Simultaneously, others are dedicated to shaping a Task-ori-
ented HRI environment, leveraging pure BCIs, or integrating 
BCIs with external physical or artificial agents, with a near- 
even distribution among building up such interactions. Our 
work aims to provide a valuable compass for future 
researchers, enabling them to align their investigations with 
the proposed dimensions and sub-dimensions. This align-
ment facilitates the comparison of diverse related studies, 
thereby laying the groundwork for a unified design pipeline 
in the dynamic realm of EEG-based BRI. From a practical 
standpoint, the gained knowledge of existing research litera-
ture according to our BRI system model empowers both 
researchers and hands-on practitioners to navigate the 
design landscape for establishing effective communication 
between human brains and robots. However, it is crucial to 
acknowledge that the field of EEG-based BRI is in a state of 

continuous evolution, with more novel technologies to be 
developed in the coming future. Nonetheless, we believe that 
the presented work in this article, along with the BRI system 
model, offers an empirically grounded foundation that can 
inspire future endeavors in this domain as well as bringing 
more possibilities for the HRI/HCI community.
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