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Figure 1: Typing "hey" using the knuckle-based technique. Active letters are in red, inactive in white. Thumb knuckles switch
between QWERTY keyboard tabs on the index, middle, and ring fingers. The left pinky acts as "space," and the right pinky as
"delete." (A) The first tab is selected, (B) "H" is entered, (C) the tab switches on the left hand, (D) the second tab activates, (E) "E"
is entered, and (F) "Y" is entered.

Abstract
Interaction with digital content has changed substantially with the
introduction of Augmented Reality (AR). User input in AR is essen-
tial for messaging or note-taking and typically relies on mid-air
keyboards and controllers. However, these methods lead to fatigue,
reduce visual attention, and are not designed for use in public
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spaces, making them impractical in dynamic contexts, e.g., walk-
ing. In this paper, we introduce knuckle-based input in AR for text
entry. To explore this idea, we conducted a controlled experiment
(N=18) comparing it to the state-of-the-art controller-based input
while sitting, standing, and walking. We found that the knuckle
method provided a better user experience and was preferred for
walking due to its engaging nature and reduced visual focus. In
contrast, controller input was favored for sitting and standing due
to accuracy and ease of use.
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• Human-centered computing → Text input; Empirical stud-
ies in HCI.
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1 Introduction
Augmented Reality (AR) has become a transformative technology
for a wide range of sectors [1, 2, 5, 10, 13, 23, 40–42, 54], seamlessly
integrating digital information in the real world. User input in AR
is essential for messaging or note-taking and typically relies on
mid-air keyboards and controllers; however, these methods are
not designed for use in public spaces, making them impractical in
dynamic contexts, e.g., walking.

Previous research has explored diverse text input approaches.
Some methods support mid-air interactions through, for exam-
ple, controller-pointing [26, 48], finger tracking [33, 55], or gaze-
selection [47], but lack the haptic force feedback provided by desk-
top keyboards. Other methods provide haptic feedback [17, 27]
but require a stationary surface, which is not suitable for dynamic
mobile contexts. Hand-held devices with keyboard buttons can be
used [30], but this occupies the user’s hands for other interactions.
To address these challenges, researchers have begun to explore
wearable and on-body text input techniques, such as skin-based
input [21, 37], headset buttons [22], and finger-worn keyboards
[29]. These methods could provide a more natural text input for
stationary and mobile contexts. However, users often experience
physical fatigue, particularly in the hands, wrists, and elbows, due
to mid-air input [43], making it important also to explore how user
comfort can be facilitated. Moreover, most existing research focuses
primarily on static, “stop-to-interact” scenarios, leaving a gap in
understanding how wearable methods perform in mobile contexts
where low visual attention is of key importance [34].

In this paper, we propose knuckle-based input in Augmented
Reality and explore it in sitting, standing, and walking for text entry.
Specifically, we utilized knuckles as interactive buttons augmented
with soft textile gloves to reduce visual focus and offer haptic feed-
back without additional hardware. For this, we conducted a con-
trolled experiment (N=18), in which participants’ task was to enter
text with a knuckle-based keyboard (KnuckleBoard) and controllers
while sitting, standing, and walking. Our preliminary results in-
dicate that, despite a steeper learning curve, knuckle-based input
provides a better user experience and is preferred while walking
due to its engaging nature and reduced visual focus. However, con-
trollers were the preferred input method for sitting and standing.
With this work, we contribute a novel knuckle-based input method,
custom haptic gloves that augment the knuckles as an input in-
terface and provide on-body haptic feedback, and the empirical
evaluation of this method while sitting, standing, and walking.

2 Related work
2.1 Importance of Haptic Feedback for Input
Haptic feedback can enhance user experiences and typing perfor-
mance, particularly in dynamic and visually demanding environ-
ments like AR [32]. Regular keyboards provide haptic feedback
through tactile finger-specific sensations of the keys and the physi-
cal limit imposed by the keys (force feedback) [18]. Tactile key-click
feedback improves accuracy and error rate on flat keyboards, also
compared to auditory key-click feedback [31], and lack of tactile
feedback leads to greater visual and cognitive attention during mid-
air typing [18]. However, mid-air typing without force resistance
(e.g., through surfaces) can lead to significantly higher error rates
[11] and fatigue [43, 55]. Hand-held devices with keyboard buttons
can be used [30]; however, this occupied the hands for other forms
of interaction.

These limitations can be addressed through on-body touch inter-
action. Cheng and Chan investigated the accuracy and user experi-
ence of eye-free input, showing that on-body touch achieved higher
accuracy and user preference compared to near-body touch [8]. Key-
board buttons can be attached to the headset, which can provide
efficient text input [22], but will likely cause fatigue due to the posi-
tion of the arms. Harrison et al. explored interactive input through
the use of acoustic vibrations from finger taps on the arm and hands
[21], and demonstrated a wearable depth-sensing and projection
system that provides haptic feedback from the hands or other parts
of the body or external surfaces [20]. Wang et al. used palms as
interactive surfaces for smart wearable displays and showed pre-
cise input without visual attention, demonstrating faster text entry
than traditional touchpad-based keyboards [50]. Whitmire et al.’s
"DigiTouch" used textile gloves with conductive materials to detect
finger taps and thumb-to-finger interactions for text input [53].
More recently, Mollyn et al. used the fingertip with a small sensor
and the bare palm for skin input using just an RGB camera inte-
grated into the AR headset and showed that this approach could be
accurate and robust across diverse lighting conditions, skin tones
and body motion, including input while walking [37]. Similarly
to these methods, our two-handed technique employs intra-touch
by combining the tactile sensation of the fingertips of one hand
and the knuckles of another while simultaneously leveraging the
hand’s physical landmarks instead of a flat body surface.

2.2 Interactions On-the-Go
While smart glasses are becoming more widely adopted, text in-
put remains primarily gesture-based, voice-based, or pointer-based,
limiting integration into daily life [3]. Marshall and Tennent ar-
gue that most mobile systems are "stop-to-interact", designed for
active interaction only when the user is standing still and paying
visual and mental attention to the device [34]. However, people
are increasingly using devices while engaged in various movement
activities that require interaction support in motion. Bergstrom-
Lehtovirta et al. investigated the trade-off between walking speed
and user performance [4], in which they used a treadmill to vary
users’ walking speed and observe the effect on users’ typing on a
mobile touchscreen device. They found that users’ walking speed
decreases 20-60% to maintain an acceptable typing speed. Adaptive
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Figure 2: The KnuckleBoard: The gloves incorporate an embroidered soft circuit and conductive textiles to detect touch inputs
on the knuckles. Each double-layered glove is connected to an Arduino microcontroller and a battery attached to the wrist.

walking user interfaces (WUIs) have been developed to compen-
sate for the impairments caused by walking [25]. These interfaces
dynamically adjust their layout based on the user’s movement,
improving usability and performance [25, 29].

A notable advancement for on-the-go interaction is the devel-
opment of on-body methods, which leverage the human body as
an input surface. For example, Vechev et al. explored on-body ath-
letic interaction for running and cycling, identifying specific body
locations, such as the chest and wrists, suitable for tapping ges-
tures [49]. Fang et al.’s work on handwriting letters on the body
highlights how tactile feedback reduces cognitive load for efficient
on-the-move tasks [15]. At the same time, Lee et al. showed that
intra-hand touches between the thumb and fingers improve typ-
ing speed and error rate in mobile scenarios [29], emphasizing the
benefits of tactile-enhanced interactions. Lastly, text input meth-
ods for cyclists underscore the importance of tactile feedback to
maintain safety and focus on the surroundings [35]. In our work,
we explore a novel on-body text input method using the knuckles
as an always-available input in different interaction contexts.

3 Knuckles as Input
Knuckles are prominent body landmarks [52] that provide a con-
sistent reference point for the fingers and natural awareness of
hand positioning, orientation, and finger movements. Moreover,
knuckles harness natural affordances of human anatomy through
"intra-touch" (self-touch), i.e., a fingertip touching a knuckle, which
provides a tactile on-body sensation [6]. They can be interpreted as
buttons due to their physical characteristics, e.g., round and rigid,
that provide a tactile surface for pressing and tapping with the fin-
gers of the opposite hand [45]. Each knuckle also supports several
distinct touch regions nearby, which makes it appropriate to choose
the outer part of the hand for a touch interface [19]. Users could

rest one hand on the other while typing or rest both hands on their
knees using their elbows. By choosing the knuckle region for input,
we rely on proprioception and humans’ natural haptic distinction
when touching their own bodies. We build on the advantages of
using our hands as an interface that have been previously explored
by Faleel et al. [14], who proposed a framework for hand-proximate
user interfaces (HPUIs), which are virtual interfaces registered to
the user’s hand or the space around it. Thus, given the knuckle af-
fordances, we designed and developed a novel knuckle-based input
method that turns knuckles into buttons.

We employed a QWERTY layout mapped on the knuckles to
facilitate comparison with a state-of-the-art input method – ray-
traced pointing with controllers. We split the keyboard into two
parts, where each hand has half the set of keys (Figure 1). The
QWERTY layout was assigned to four fingers: index, middle, ring,
and pinky. Each finger had two input sources on each side of the
knuckle, allowing the selection of two tabs from the QWERTY
layout. As this configuration supports 8 x 2 unique keys, the thumbs
were used as navigation buttons to switch between tabs for different
keys. The pinky on the left hand was assigned as the “space”, and
the pinky on the right was the “delete”.

To implement the knuckle-based interaction, we created a pro-
totype consisting of gloves with hand-sewn circuits made out of
conductive threads and textiles. Each knuckle button functioned as
a switch. Touch events are registered when the fingertip of one hand
covers both sides of the textile button of the other hand, closing
the circuit. The knuckle button had a “coffee bean” shape (Figure 2)
to accommodate a wider range of hand shapes. The gloves were
connected to two Arduino UnoWifi boards powered by lightweight
power banks attached to the wrists. We used a User Datagram
Protocol (UDP) to facilitate communication between the Arduino
and the Unity Application running on Meta Quest 3. We used two
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Figure 3: We explored three interaction contexts for text
input: (A) sitting, (B) standing, and (C) walking.

analog inputs on the Arduino: one responsible for the upper and
one for the bottom row of knuckles (Figure 2). To determine which
button was pressed, each knuckle button was connected to a unique
resistor. Therefore, the voltage variation could be mapped to the
unique button.

4 Evaluation
To explore knuckle-based interactions in Augmented Reality (AR)
while sitting, standing, and walking, we conducted a controlled
indoor experiment with the following research question: How can
knuckle-based input increase user experience and usability compared
to controller-based input for text entry in AR while sitting, standing
and walking?

4.1 Participants
We conducted a controlled experiment with 18 participants (7 male,
11 female) between 21 and 44 years old (𝑀 = 27.5, 𝑆𝐷 = 6.1). They
were recruited using social networks and the university’s marketing
channels. All participants had to fit a (stretchable) glove, size eight
(medium) and tried all conditions. The participants had different
levels of experience with AR (9 beginners, 3 intermediate users
and 6 experts). They did not receive any compensation for their
participation.

4.2 Study Design
The study employed a within-subject design with two independent
variables: (1) input method and (2) interaction context. The input
method included two levels that employ two-handed interaction
techniques based on (1) controllers as a baseline and (2) knuckles.
For the controllers, we used the most popular and conventional way
of input in a VR based on "aim and shoot," in which a hand-held
controller is used to cast a virtual ray to select a particular key. The
final confirmation is made using a controller button [30]. We used
the knuckles as a keyboard, building on the advantages that textile
gloves offer haptic feedback from the body and allow tangible inter-
action, enhancing immersion and user experience [53]. Interaction
contexts include (1) sitting, (2) standing, and (3) walking (Figure 3).
Sitting provides a stationary interaction context where the user
can focus on the input method [12], standing introduces moderate
physical demand and more freedom and is sometimes the preferred
interaction case for VR or AR [9, 51], and walking represents dy-
namic mobile context, testing the effectiveness of input methods in

Figure 4: Typing task and AR interface with controllers (A)
and gloves (B).

challenging contexts [4, 28]. To explore all levels of independent
variables, we created six experimental conditions by combining
two types of input methods and three contexts. The order of the
conditions was counterbalanced for the two input methods (gloves
or controllers) using a balanced Latin square and randomized for
interaction contexts within each method. Participants experienced
the three interaction contexts in a randomized order with each
typing method. To avoid repeatedly putting on and off the gloves
and the accompanying hardware, participants changed an input
method after experiencing all three scenarios.

Participants were tasked with entering a pre-defined text shown
in front of them in the virtual space within three minutes. The
texts for the transcription typing task were easy to understand
and consisted of simple words taken from children’s books. Since
we did not want the participants to remember the typed text be-
tween the conditions, there were six different texts randomized for
each condition (input method with interaction context), as it has
been previously used for reading in dynamic contexts [36]. The AR
environment, made with Unity (version 2022.3.18f1), provided a
realistic pass-through mode, allowing participants to see the virtual
keyboard mapped to their knuckles or the controller-based input
interface. The interface looked the same for both typing methods,
with the text that had to be written placed in the upper left corner,
the input field in the upper right corner, and the keyboard under-
neath (Fig. 4). This interface was always in front of the users’ view
with a constant distance of 70 cm following previous studies on
text entry in VR [48]. The QWERTY virtual keyboard was selected
for controller typing by pointing to the ray and pressing the trig-
ger button. For knuckle typing, users navigated through the split
QWERTY interface by touching the knuckle of one hand to the
other, with thumbs used for navigation (changing tabs). We used
the Meta Quest 3 headset in an empty indoor space with consistent
lighting conditions, with a chair for the sitting condition, a marked
walking path for walking, and a designated standing area for the
standing condition. In the walking conditions, participants walked
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a straight line back and forth in a corridor (30m) without any ob-
structions. To compare two input methods while sitting, standing,
and walking, we measured the following dependent variables: (1)
User Experience using a concise version of the standardized User
Experience Questionnaire (UEQ-S) [44] and (2)Workload using
the NASA Raw Task Load Index (NASA RTLX) [16].

4.3 Procedure
After obtaining informed consent, we collected participants’ de-
mographic data. Afterward, we provided a brief overview of the
procedures, including explanations of the input methods and an
AR test to familiarize the participants with the methods. Once com-
fortable, they proceeded with the experimental tasks, completing
text input tasks with two different input methods in three different
interaction contexts and entering a different text in each condition.
At the end of the study, we interviewed participants regarding their
preferences and experiences with the different text input methods
and interaction contexts. The entire study lasted approximately one
and a half hours.

5 Results
5.1 User Experience
We used the Shapiro-Wilk test to check the normality of the UEQ
short scores [46]. Given that data was not normally distributed,
we used the non-parametric Mann-Whitney U test. The pragmatic
quality scores, encompassing ease of use and efficiency, did not
show a statistically significant difference between gloves and con-
trollers (𝑊 = 2237.5, 𝑝 = 0.1468), suggesting that the pragmatic
quality of both input methods was comparable. In contrast, the
hedonic quality scores, reflecting excitement and interest, revealed
a statistically significant difference between gloves and controllers
(𝑊 = 4899.5, 𝑝 < 0.001), indicating that the gloves were per-
ceived as more enjoyable than the controllers. The overall quality
scores, combining pragmatic and hedonic qualities, also showed a
statistically significant difference between gloves and controllers
(𝑊 = 14958, 𝑝 < 0.001).

5.2 Mental Load
The values for the six subscales were rescaled to the 0-100 range, and
Raw TLX was calculated as the mean of the subscales. The Shapiro-
Wilk test was conducted to test for the normality of the NASA
RTLX scores. Given that NASA RTLX scores were not normally
distributed, we employed the Mann-Whitney U for each NASA
RTLX score. We found a significant difference in mental demand
between gloves and controllers, with gloves being more demanding
(𝑊 = 229.5, 𝑝 = 0.033), but no significant difference in physical
(𝑊 = 154.5, 𝑝 = 0.824) and temporal (𝑊 = 185.5, 𝑝 = 0.461) demand,
performance (𝑊 = 187.5, 𝑝 = 0.424), effort (𝑊 = 173, 𝑝 = 0.735),
and frustration (𝑊 = 207.5, 𝑝 = 0.153).

5.3 Qualitative Results
Knuckles. Participants enjoyed the novelty and haptics of knuckle
input: “The inventiveness, the creativity, and the fact that with practice
you can get very skilled and efficient using this method.”[P1]. “I think
it is nice using your own body, since you always have it with you, and

have like a haptic feedback.” [P8]. Participants also appreciated the
reduced physical effort required in dynamic scenarios and preferred
knuckles while walking:

“It felt way more natural and comfortable to use gloves while
walking. My movement didn’t affect this input method.” [P16]. Since
knuckles provided tactile feedback, participants appreciated the
feeling of it and the fact that the knuckles are always with them:
“...it reminded me more of the feeling of a keyboard, in the sense you
actually have to press something with fingers (like you do with the
keyboard).” [P10], The ability to develop body memory for key
positions on the knuckles made the typing process quicker: “I liked
that a tap on the knuckles would equal a character and if you knew
where the characters were, you did not have to look at the keyboard or
your hand and could look at what you typed.” [P5], “I think it takes a
little bit more time to get used to it so you can become fluent. Probably
using the method will help me to develop this ‘body memory’ after a
while.” [P17]. The gloves allowed users to focus more on walking
and less on typing, which was impossible with controllers due to the
need to look at the virtual keyboard and correct mistakes constantly:
“The biggest difference is that I can use the gloves without looking.”
[P8]. Participants also mentioned the potential for a discrete typing
method for public spaces: “I think it is a good method for a public
setting, I like that it is discrete and taking quick notes while someone is
talking will be great.” [P14] People did not like that it was sometimes
inaccurate and took time to learn: “I was not able to type many
words correctly.” [P16]. Some participants suggested other layouts
for better usability: “Top and bottom do not match for me when I
hold my hands differently” [P0], “Qwerty does not translate well into
this interaction.” [P7].

Controllers. The controller typingmethodwasmostly preferred
because of accuracy and familiarity: “It was easy to learn since it was
more familiar.” [P8] Sitting and standing were the most comfortable
scenario for using controllers, as participants could rest their hands
and focus on typing: “While sitting you don’t have to focus that
much on what is happening around you, so it is ok to look at the
keyboard constantly. While standing and walking I would use gloves
since you can focus more on what is happening around you.” [P9].
Many participants mentioned that they did not like controllers
while walking because it was difficult and it made them dizzy and
unsafe: “While walking it was dangerous since I always had to take
my eyes on the keyboard while pointing with the controllers.”[P9]
Participants found the input slow because it took longer to fix
mistakes: “I was staring at the keyboard a lot so I missed when I had
made errors in the text and had to backspace a lot.” [P6].

Interaction scenarios. Participants reported walking to be diffi-
cult in general, but extremely so with the controllers: “Yes, walking
and using the controllers was vastly more demanding than sitting
or standing” [P5]. Participants found interaction with gloves to
be similar while sitting, standing, and walking: “I felt comfortable
and confident in all the scenarios.” [P9]. Most of them (13/18) pre-
ferred the controller over the gloves while sitting due to a higher
comfort level and hand rest: “The controllers are very good when
sitting and standing as they give a visual indication of what you’re
going to input and if the input was registered on the keyboard.” [P12]
Most participants (12/18) preferred the controller typing method
while standing. Some participants thought standing requires more
physical effort due to the need to keep their hands raised: “While
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standing is similar to sitting with the controllers, but it requires a bit
more demand because it is harder to stand still.” [P1]. Most partici-
pants (14/18) preferred walking with the knuckle input, finding it
intuitive and advantageous for focusing on walking while typing.
Typing while walking was challenging with controllers because
the virtual keyboard bounced and led to errors: “Controllers made
it very hard to walk as they were so unsteady and I also had to look
down a lot and wasn’t looking where I was going at all, so I felt like
I might fall over. With the gloves although the accuracy was much
worse overall, I felt significantly more confident when walking, and
were they to work correctly they would be a much superior method.”
[P6]. Some participants walked faster than others because they felt
comfortable with the wearable knuckle keyboard. “Because it is
very difficult to type with controllers when walking. Gloves would be
more suitable when you are moving around so much. But when you
are staying still, it is so much more efficient and comfortable with
controllers.” [P1].

6 Discussion and Future Work
Text input in AR primarily focuses on aspects such as accuracy or
error rate, which are important for the efficiency of a system but
often leave the user experience and preference out of the scope.
Our results show that using knuckles as a keyboard is a promising
novel idea for users, which should be explored further, preferably
with more accurate technological implementation. However, why
does using knuckles for input work as a concept? As Gustafson et
al. suggested, intra-touch allows users to explore interfaces while
finding the location of the discovered target without looking [19].
Knuckle typing might leverage intra-touch to an even greater ex-
tent than the flat palms [19] because of the ability of the body to
remember and associate the physical body landmarks to the digital
interface [52], reinforced by the distinct skeletal structure of the
outer hand [45].

Since our method was entirely based on knuckles, participants
have reported that they could easily find the buttons and touch
them without looking. Similarly, Chen et al. designed Body-Centric
Interactions for a novel mobile browser application [7]. They intro-
duced interactions beyond the small screen, driven instead by users’
movement of the device on and around the body. Based on users’
responses, the natural movement and feeling from the knuckles
is what helped improve the user experience, making the interac-
tion more akin to real-world actions. This approach utilizes users’
pre-existing knowledge of the physical world to improve interac-
tion, which can possibly enhance both usability and immersion in
AR environments [24], but it has to be further explored in future
studies. Our findings, specifically the appreciation of the haptic
feedback coming from the body and the accessible and intuitive
input method, show promise for creating more hand interfaces that
combine the physical and the digital world, focusing on using the
more distinguishable haptic body landmarks as interaction triggers,
or use whole body parts, such as toes [39], eliminating the need for
visual focus.

In stationary contexts, controller pointing is more efficient since
there is no additional body movement, as mentioned by the par-
ticipants. However, typing while walking presents challenges of

divided attention and stable input. Returning to Marshall and Ten-
nent’s argument that most mobile systems are designed for inter-
action only when a user stands still and pays visual and mental
attention to the device [34], we argue that controller-pointing fits
into that description. In the case of knuckle-based input, we assume
that the intuitiveness of interaction potentially leverages proprio-
ception, tactile, and force feedback, but it has to be systematically
explored in the future. These findings alignwith the Exertion Frame-
work by Mueller et al. - the concept of the moving body, where the
repositioning of body parts relative to one another during phys-
ical activity supports more natural and effective interaction [38].
Touching the outer part of the hand holds the potential for walking,
contributing to the research of dynamic scenarios using the body
as input. However, it can be used when both hands are available.

Previous work has found that typing performance diminishes
and walking speed decreases when users have to input text on
a smartphone while walking [4]. Our participants reported the
same feeling when using controller-pointing in walking conditions.
Having no physical proxy to hold and the obligatory task of looking
at the interface reduced the interaction’s complexity while using
the knuckles. That became clear only when attention is divided, or
there are two tasks, like walking and typing. Similar ideas have been
explored in developing adaptive walking user interfaces, which
compensate for situational impairments caused by walking [25].
These interfaces dynamically adjust their layout based on the user’s
movement. Our physical interface is the hands, which can always
be adjusted to fit the movement.

A limitation of this study is the number of participants and the
fact that the recruited group consisted mainly of university students.
Future studies might focus on testing on bigger and more diverse
groups. Another limitation was the size of the gloves. Everyone
has different finger lengths and thicknesses, and the placement of
knuckles can vary significantly. All participants tried the glove and
were only chosen to proceed with the experiment if their hands
fit. Moreover, while textiles were chosen to keep the glove as sleek
as possible, they were not reliable for prolonged use since slight
deformations affected the sensor capabilities and resulted in noisy
or undetectable values for tap recognition. Thus, to improve the
accuracy of the gloves, future researchers should find other more
durable materials and improve the fit and flexibility of the gloves
to better accommodate a wider range of hand sizes. Additionally,
the higher mental load for using knuckles is possibly caused by
the steep learning curve compared to the more familiar controllers.
Therefore, future studies can explore the long-term use of knuckle-
based input in more diverse scenarios; for example, to explore
social acceptability, other input tasks such as using the buttons for
control and navigation, and alternative technical solutions, such
as hand tracking, to avoid additional hardware. In the case of text
entry, different keyboard layouts should be tested. We acknowledge
the lack of performance metrics such as speed or accuracy. This
study focused on user experience findings with a proof-of-concept
prototype, and a future study with an improved technical solution
should be conducted to evaluate the proposed novel knucklemethod
more thoroughly and compare it to other gesture-based or on-body
interaction methods.
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7 Conclusion
In this paper, we presented a novel knuckle inputmethod showcased
for text entry in Augmented Reality while sitting, standing, and
walking. From the preliminary evaluation of the designed and devel-
oped prototype based on the proposed concept, we discovered that
participants prefer knuckle-based input over controller-pointing
while walking since it allows them to maintain focus while simul-
taneously typing. However, the controllers were better suited for
sitting and standing due to comfort, higher accuracy, and famil-
iarity. Lastly, participants found the knuckle-based input intuitive
after an initial learning phase, but it requires further refinement
and possibly a different technological solution.
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