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ABSTRACT 
Creating Mixed Reality applications poses distinct challenges for 
development and design. One of the challenges is designing Mixed 
Reality application-specifc experiences in the wild. In this paper, 
we present a structured refection approach to revisit projects from 
the past. In applying this structured refection to the data col-
lected during a nine-month industrial project, we unveiled the 
Virtuality-Reality Clash. To generate a sufcient data corpus, we 
structurally analysed git commits, tickets, emails, handwritten 
notes, and weekly snapshots of the 3D designs. The clash could be 
narrowed down in our data corpus to the situations in which we 
were fusing the real environment with the virtual content. Finally, 
we could fnd fve design patterns for MR experience. With these 
patterns, we aim to help developers and designers of MR appli-
cations identify situations where Virtuality and Reality clash and 
propose approaches to address them. 

CCS CONCEPTS 
• Human-centered computing → HCI theory, concepts and 
models; Mixed / augmented reality; Interaction design theory, 
concepts and paradigms. 

KEYWORDS 
Mixed Reality, Augmented Virtuality, Design Patterns, Virtuality-
Reality Clash 

ACM Reference Format: 
Sebastian Felix Rauh, Cristian Bogdan, Gerrit Meixner, and Andrii Matvi-
ienko. 2024. Navigating the Virtuality-Reality Clash: Refection and Design 
Patterns for Industrial Mixed Reality Applications. In Designing Interactive 
Systems Conference (DIS ’24), July 01–05, 2024, IT University of Copenhagen, 
Denmark. ACM, New York, NY, USA, 20 pages. https://doi.org/10.1145/ 
3643834.3660700 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specifc permission 
and/or a fee. Request permissions from permissions@acm.org. 
DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark 
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 979-8-4007-0583-0/24/07 
https://doi.org/10.1145/3643834.3660700 

1 INTRODUCTION 
Designing Mixed Reality (MR) systems is challenging, and more re-
fection and communication between researchers and practitioners 
are needed for the following three main reasons. First, the result-
ing MR environment may not fully support the MR designer’s 
original intent, since the physical environment where the system 
is deployed can be restricted. Thus, it can hinder the unfolding of 
the intended experience to the extent that it may not be accessible 
to the users. Börsting et al. [6] framed it as the “relevance of the 
physical world requires [MR] user interfaces to comprise virtual 
and physical artefacts” and underlined the importance of the real 
context to provide the virtual content (see also [27]). Oppegaard 
[40] phrases the complexity of mixing reality and virtual content as 
an “ultimate challenge” to MR creators, who need new approaches 
and supporting theory. This is a multi-faceted design tension we 
chose to refer to as the Virtuality-Reality Clash. Although this clash 
has been known for years in research, and among MR creators, 
we know little about how to handle the related issues in terms of 
approaches and Design Patterns. 

Second, the current design approaches and attitudes to design 
often encountered in MR system construction processes are domi-
nated by engineering priorities. In other words, system creation is 
viewed mostly as an engineering task. Still, design decisions must 
be made along the way, and a design conscience and associated 
refective practice may emerge during the process. Building MR 
and Virtual Reality (VR) (both often grouped into XR) applications 
can often be regarded as engineering because two-dimensional 
sketching practices do not work well in XR; it is often perceived 
as easier by an XR developer to sketch using 3D programming 
tools for which they already have the skills to use, and the system 
construction is regarded as a linear iterative prototyping process. 

Third, the three-dimensional nature of the system and expensive 
3D sketching compared to, e.g., 2D pen-and-paper, makes it hard 
to communicate and refect on the design stages and alternatives. 
Scholars have proposed various ways of prototyping MR (e.g., [9, 
47]), but to our knowledge still no distinct prototyping approaches 
have been widely adopted yet. Given the engineering-dominated 
practice and the preference for iterative development at the expense 
of sketching, annotated sketches of intermediate designs may not be 
available, which hinders practitioner refection and communication 
with other practitioners. 
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We faced all these challenges in the design experience during a 
9-month-long industrial project while iteratively creating an MR 
system for occupational safety training intended to be deployed at 
around twenty sites worldwide by a multinational corporation. The 
process started as a software development project, and thus, we 
used software development management tools to structure it. This 
approach served well at the project’s beginning, when we were 
still exploring the basic technology and issues in applying it. Still, 
during the project, we encountered that developing MR systems 
fnally comes down to making many design decisions. To foster 
being conscious of making design decisions during our work, we 
collected the traces left by our creative process in various docu-
mentation systems and the imprint on our understanding of MR 
design and development by personal refection. We are convinced 
it is important to share not just the fndings of this process, but also 
to encourage fellow software engineers to embrace design thinking 
and apply retrospective tracing to the evolution of their design. 

One approach to sharing fndings on design problems and so-
lutions is Design Patterns. Many design communities and soft-
ware engineers have picked up this concept originally proposed by 
Alexander et al. [1], and a large body of Design Patterns (and guide-
lines) can be found for VR and MR [6, 12, 15, 21]. Among others, 
Dabor et al. [8] have proposed Design Patterns to reduce the users’ 
cognitive load and suggest making the system “intuitive” and the 
interface easy to use “for both novice and expert [users]”. Gavish 
et al. [17] proposed Design Patterns for training maintenance and 
assembly tasks in MR. The authors also advise others to follow 
their patterns and reason for it. Thus, we build on the established 
practices of deriving Design Patterns to share fndings on design 
problems in MR environments for industrial contexts. What is lack-
ing in both contributions and many others is an exemplifcation of 
how this impacts the development and design of MR systems and 
guidance on how addressing these impacts might look. 

In this paper, we propose a structured refection technique based 
on reconstructing successive evolution stages of our designed arti-
fact. We retrospectively identify each major design stage and under-
stand it in the context of team communication documents produced 
during the process based on emails, tracked development issues, 
the system code, and its evolution. We then report on the results of 
our refection in a Design Pattern format and subsequently examine 
the relationships between these emerging patterns, especially at 
the tension along the Virtuality-Reality Clash. Our contributions 
are thus threefold: (1) a method for structured refection based 
on a linear and non-linear re-enactment of artifact evolution, (2) 
fve proposed Design Patterns in MR application design, and (3) 
implications for such design in the future. Compared to previous 
work that primarily considers the user perspective, we build on MR 
designer/creator perspectives in developing an MR project with 
industrial partners. 

2 RELATED WORK 
According to Alexander et al. [1], Design Patterns are entities that, 
in their entirety, describe a design language. Each pattern focuses 
on one challenge, which usually emerges as a “set of conficting 
forces”. The patterns do not propose concrete solutions to balance 

these forces but defne a set of qualities that designers should con-
sider addressing the challenge. Since they are part of an individual 
design language, these qualities are addressed based on the indi-
vidual designer’s (MR creator in our case) understanding of good 
design. MR relies on advances in computer science since this feld 
provides access to MR creators’ materials by ofering frameworks, 
development environments, and algorithms needed to create mixed 
environments. We have chosen the conceptual framework of Design 
Patterns to appeal to designers working within computer science, 
but at the same time communicate also to Human-Computer In-
teraction (HCI) folk. Design patterns have been adapted to the 
computer science audience and became well established since they 
were proposed by Gamma et al. [14]. The original proposition of 
Design Patterns by Alexander et al. [1] focusses on architecture. 
In a similar manner, MR design requires MR creators to consider 
technological constraints and best practices in implementation and 
standardisation while being in a creative process which aims to 
form a meaningful environment. Scholars have already introduced 
design recommendations for MR design for diferent felds of use 
(e.g., [11]), diferent target groups (e.g., [31]) or along individual 
use cases (e.g., [22]). Others have already tried to provide a more 
general perspective on the topic (e.g., [6]). In their contributions, 
scholars emphasize challenges related to fusing reality and virtual-
ity to diferent extents but do not focus specifcally on designing 
for this fusion process. Consequently, this contribution aims to 
equally address both communities that shape MR, the HCI and 
design research community and the computer science community. 
Therefore, we employ the concept of Design Patterns, which are 
known in both communities. According to Alexander et al. [1] the 
context, in which each pattern is used has to be defned. The pat-
terns we present in this work all have the context appearing during 
the creation of MR applications for industrial training. 

Like Gaver and Bowers [16], who propose Annotated Portfolios 
as a bridge between design research and other science disciplines, 
this work takes from working approaches of computer sciences 
and uses the resulting data to introduce the fuzzy body of the 
material presented by the Virtuality-Reality Clash and to propose 
Design Patterns which are intended to help scholars to work with 
this material properly. In contrast to Annotated Portfolios, Design 
Patterns aggregate solutions over various artefacts or aspects of an 
artefact, which we employed to characterise the design of our MR 
application. Still, in the spirit of Annotated Portfolios (see [16]), this 
contribution aims to understand creative work as the creation of a 
rich source for refecting on design decisions and understanding 
various materials in context. 

3 METHODOLOGY 
Our main goal was to understand better the unfolding of the Mixed 
Reality (MR) project to create an occupational health and safety 
training with an industry partner, formulate emerging challenges 
during the development and design, and refect on the design and de-
velopment process. Specifcally, the purpose was to investigate spe-
cifc MR-related aspects that infuenced the course and the project’s 
outcome. We wanted to recall as many situations on the project 
course as possible. Therefore, we aimed to collect all data available 
on the project. We revisited the archived project in the software 
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Figure 1: The structured refection approach: While refecting on the prepared data (blue), we iteratively consulted Team 
Members (yellow) and Experts (red) to discuss fndings. Based on this refection, we defned fve Design Patterns (green). 

development tools, communication on the project, and documen-
tation (digital and physical). In detail these data are: (1) 314 Git 
commit logs (software versioning tool), (2) 132 Tickets (i.e., task 
assignments), (3) 53 emails, (4) a few notes for documentation in 
the project team’s workspace, and (5) weekly snapshots of the 
3D design by checking out the last commit each week in each ac-
tive branch, selected scenes with changes, and added images from 
within each scene (each of the four walls and the foor) and one 
3D perspective (from the same position in each scene) to the data. 
These data were extended by (6) personal memories and refections, 
recalled by details in the materials during the data acquisition and 
processing. 

The MR training application is conceptualised as adding to the 
toolset for training employees on safe behaviour at the workplace. 
It covers several themes, from manufacturing and maintenance 
settings to an ofce-themed environment, and was rolled-out to 
the partner’s worldwide facilities after fnalising the development. 
The selection of the content relevant to the application’s training, 
development, and design was driven by the experience of the in-
dustrial partner in collaboration with our development and design 
team. The training is implemented for Microsoft HoloLens and can 
be considered as MR on the Augmented Virtuality side of MR (see 
[35]). Because the application is just one of a set of tools for occupa-
tional health and safety training and internationalization reasons, 
we implemented it so that the trainee (i.e., the application user) has 
to communicate with the trainer on the side. Seeing the trainer as 
part of the environment fosters this communication and allows the 
trainee to be guided while exploring the mixed environment. 

3.1 Data Extraction 
To analyse git commit logs, we exported them from the git repos-
itory, pseudonymised the committer’s name, clustered them by 
date, and ordered them chronologically. We annotated the commits 
by adding colour coding indicating which specifc development 
task has been addressed in the committed code. These annotations 
range from scene topic indicators, e.g., “ofce”, over interaction 
approaches, e.g., “alerts”, to providing the technological basics to 
deliver a mixed environment, e.g., “MRTK”, referring to the Mixed 
Reality ToolKit for HoloLens. We created these codes based on 
the team’s wording established to discuss tasks during the project. 
We extracted the ticket ID, name, and date from Jira to analyse 

tickets. Again, we pseudonymised names, clustered the tickets by 
date, and arranged them chronologically. We used the same an-
notations as with the git commit logs to add information about 
the specifc development task assigned to the ticket. To analyse 
emails, we extracted all emails between the project lead and the 
customer and emails between other team members to the project 
lead. Handwritten notes, content from the project workspace, and 
refections have been added to the mail section. We decided to clus-
ter these data since they require a more comprehensive analysis. 
These data are usually written text containing information about 
specifc people (we pseudonymised), information that needed to 
be added to provide the data context and semantic information. 
Also, these data consist of various data formats, such as PDFs, Ex-
cel sheets, screenshots, etc. After ordering these data by date, the 
same annotations as for the git commit logs and the tickets have 
been used to indicate the content. To analyse the weekly design 
snapshots, we checked them out from the git repository, opened 
the 3D development platform (Unity), and took the six pictures 
from predefned positions in each scene that have been worked 
on during the week. To identify whether and in which scene there 
have been changes during the week, we consulted the commit logs, 
which, among others, log the names of the fles which have been 
edited. We then annotated the visual changes made since the previ-
ous week based on the previously prepared project documentation, 
correspondence, and personal refections by examining each 3D 
scene in detail. 

3.2 Data Analysis 
The structured refection approach (shown in Figure 1) we applied, 
consists of two steps. First, we refected on the data body ourselves 
and consulted experts within our research groups, and second we 
derived Design Patterns. The refection was performed by browsing 
the visualised data corpus with the aim to remember critical situa-
tions during the project in detail. Critical situations in our context 
are those for which we found many data points in a short time 
span, those which working on took a long time span, and fnally 
those, where during refection we were able to relive the situation 
emotionally. To further analyse the extracted data, we conducted 
discussion sessions as needed with two members of the project 
team and three experts in XR and interaction design. Each discus-
sion session was conducted by the project lead and one expert, and 
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Figure 2: An ofce themed scene with a cofee maker featuring a yellow sticker stating when its electric insulation periodic 
check was completed (round yellow label on the left) and the green box on top of the shelf (top right) with a 25 kg label. 

was about one to a few critical situations. In these discussions, the 
visual representation of the data corpus was directly modifed and 
extended, and no further notes have been taken, to establish an 
open atmosphere. After each session we refned the modifcations 
and extensions, or if they were done exemplary, rolled them out to 
the whole data corpus. 

The two members of the project team have experience in com-
puter science and are familiar with the use of the 3D development 
platform (Unity) for creating XR environments. Therefore, they 
also have already been confronted with making design decisions in 
this area, among others, on interaction design and user experience 
design, and in implementing XR applications accordingly. We con-
sulted both team members while analysing data points created by 
them or related to tasks they implemented. They contributed with 
their refections on their work invoked by the presented data points. 
The XR/interaction design experts we consulted have a background 
in computer science and experience in creating XR content and im-
plementing interaction concepts beyond this project, and have been 
asked to add more details to critical situations. They reported their 
current understanding of the data and contributed with refections 
on the design and related theory. 

While the clash of reality and virtuality had already uncon-
sciously structured the discussions at the point of the discussion 
sessions, the peers’ contributions were necessary to narrow down 
the very nature of these situations and pinpoint their shared at-
tributes to the Virtuality-Reality Clash. Finally, we employed a 
thematic analysis [4] to extract fve themes that emerged during 
the discussions. As a result, based on these fve themes, we derived 
the fve Design Patterns presented in the following section. For each 
pattern presented, we will frst describe the problem by the forces 
which constitute it. Based on that, we introduce the challenges we 
faced and the solutions we found to address them. In these two 

sections about each pattern, we refer to data points listed in the ap-
pendix1 in brackets, for example (SaA01). These data points inform 
our pattern, summarised in the following pattern statement. 

4 DESIGN PATTERNS FOR MIXED REALITY 
EXPERIENCES 

4.1 Signifers and Actual Afordances: To Take 
up the Inheritance or Not 

4.1.1 Problem. When using signifers and implementing actual 
afordances, we encountered three “forces”. On the one hand, we 
must guide the users’ attention to signifers that hint at actual 
afordances, i.e., allow the user to interact meaningfully. On the 
other hand, presenting many signifers challenges the intended 
user experience by possible occlusion of content and clutter, and 
can confict with the intended overall design. Finally, some actual 
afordances require deviation from the real world’s example and 
visual storytelling on selected signifers. These forces constitute 
the problem of semantic occlusion, which needs to be addressed 
in MR design. 

4.1.2 Context. If an MR environment would ofer all the interactive 
functionality of its real-world counterpart, e.g., all drawers can be 
drawn, users might get overwhelmed with the many opportunities 
to interact in the scene. When discussing how to highlight the 
artefacts that matter for our applications narrative, we were exposed 
to the forces appearing in the tension feld between inherited real-
life afordances and implemented actual MR afordances. 

We encountered these forces when placing a yellow sticker in-
dicating the schedule for periodic checks of electrical equipment, 
e.g., a cofee maker (Figure 2 left, SaA01). In our industrial context, 
stickers are legally required to indicate the operational safety of 

1In the digital paper format, references to data are interactive hyperlinks pointing to 
the respective section in the appendix. 
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Figure 3: The light curtain ○B and the key switch on the 
control panel, right below the red emergency switch ○A. 

Figure 4: The light curtain ○B and the key switch just right 
below on the left casing and on yellow background ○A. 

electrical devices, and employees should check these stickers be-
fore using the devices. The stickers are approximately the size of 
a two-euro coin and are often placed in a protected position since 
exposure would lead to peeling it of too quickly when the device is 
handled roughly. Hence, they are often glued to the back of devices, 
next to where the power cord is connected. This tension between 
forces is further exemplifed by the risk of objects stored above the 
head falling down and potentially hitting someone. Putting a stor-
age box on top of a shelf would imply that the trainees have specifc 
knowledge we can not presuppose. Therefore, the storage box has 
been put partly over the edge of the shelf, emphasizing the risk of it 
falling (SaA01). This example also shows how signifers fade in the 
multitude of interactive objects in the scene, which is intensifed by 
the box being high up and on the periphery of the feld of view. If 
trainees did not draw their attention to objects, they could not iden-
tify this risk. Another situation we designed to indicate that safety 
devices need to be switched on to provide the intended service 
was based on a machine with a light curtain, i.e., the safety device 
consisting of a row of light barriers. The aim of depicting the light 
barrier was to educate trainees on the importance of not bridging 
safety devices when the machine is in use. This safety device can 
be switched of with a key switch which initially was placed on a 
control panel with other switches (Figure 3 ○A ), as it would be in the 
real world counterpart. When inspecting the scene in this design 
phase, we encountered a distance between the two objects, the key 
switch (Figure 3 ○A ) and the light barrier (Figure 3 ○B ). It would 
require the trainee to have very specifc knowledge of operating 
the depicted machine, which was not designed after a real-world 
counterpart. Thus, it would be very hard for trainees to identify 
the key switch as a signifer for an actual afordance on the control 
panel, since it holds many signifers. 

4.1.3 Solution chosen in our project. During the course of the 
project, we decided to deviate from what users actually know based 

on their real-life experiences, when designing signifers for actual 
afordances. As shown in Figure 2 (left), we did not place the safety 
check sticker on the back of the cofee machine, but on its side, 
while scaling it to approximately hand-size and making it is eas-
ier to spot. Furthermore, we slightly rotated the machine (SaA07 
and SaA08) to make the label stand out more in the environment. 
Another conscious deviation from the physical reality that we em-
ployed to highlight the afordance of an artefact, depicts the need 
for carefully interfering with the familiarity of signifers: In addi-
tion to the signifer presented by the box stored above head-height 
already being partly over the edge, we placed a weight label as an 
additional signifer on the cardboard box’s front (SaA02, SaA03, 
SaA04, and SaA06). The sharp edges of the letters clearly deviate 
from the overall appearance of the scene (Figure 2 top-right), but 
the weight label still can be logically incorporated into the overall 
experience. The control panel (Figure 3 ○A ) depicts another facet of 
this Design Pattern. Even though in real-world setups, control de-
vices are usually grouped in a panel and only trained personnel are 
running machines, we needed to convey the connection between 
the key switch and the safety device. We therefore employed the 
proximity Gestalt principle, i.e., perceptual grouping [43] used also 
in MR design (e.g, [15, 55]). Hence, during the course of our design 
process we moved the key switch from the control panel, where 
it would be expected, directly next to the safety device (Figure 4, 
SaA05). Furthermore, we gave it the same background colour as 
the light curtain casing, visually connecting those two elements 
even further, and enlarged the key switch to let it stand out more. 

4.1.4 Patern Statement. When designing virtual objects depicted 
in MR applications, creators often follow the objects’ real-world 
counterpart. These objects depict various signifers inherited from 
the real-world. Some signifers are important for the application 
and aford functionality, and others are there to depict objects in 
their usual role but with no interactive semantic. Users need to be 
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(a) (b) 

Figure 5: Early ofce layouts for testing the infuence of dimensions on the MR environment. (a) shows a design with a 3×3 m2 
base area, among others, equipped with two work desks to show various hazardous situations, and a blocked emergency exit. 
(b) shows a design with an 11×11 m2 base area with the same objects in a similar arrangement. Additionally, there is a red cube 
with a side length of one meter to estimate sizes in the scene. 

able to distinguish between those two kinds of signifers to interact 
as intended by the application purpose. MR creators must indicate 
which objects matter to the user by making them stand out more 
from the rest of the MR environment. 

P1: MR creators must intentionally deviate from their design 
language to depict actual afordances, while consciously har-
monising the deviations with the overall appearance of the 
MR application. Consideration has to be given to the impact 
that these changes can have on the user experience and how 
MR creators can compensate such efects. 

4.2 On Dimensions: When the Right Size 
Matters 

4.2.1 Problem. Defning the right size in MR design is shaped by 
two “forces”. The frst refers to the setup of a mixed environment 
on top of a real environment, i.e., suitable physical and digital sizes 
must be defned. The second one refers to the perception of the size 
of each individual object. These two “forces” describe the problem 
of defning sizes on a macro and a micro level. 

4.2.2 Context. One requirement on the application was to use it in 
as many physical places as possible, i.e., to use the application in the 
various plants of our customer all over the world. In other words, 
we were tasked with fnding the most economical dimensions of 
our use case. 

Initially we worked with the hypothesis that the less area the MR 
application requires, the more physical environments potentially 
can be employed, since trainings often take place in smaller meeting 
rooms with limited space for using the MR application. Hence, we 
perceived a tension of forces in the process of fnding the most 
suitable dimensions. As MR creators, we had to balance using the 
MR application in small environments and the desire to build a 

complex mixed environment telling a complex narrative. At the time 
we were exploring the smallest dimensions, we could work with, we 
were mainly designing ofce environments and the emerging scenes 
were employed for making various basic decisions, among others 
the dimensions. For one of the two ofce scenes, we had to put a desk 
of about two meters width next to an emergency exit of about one 
meter width. This arrangement would require at least one wall of 
three meters width (ODs03). The resulting mixed environment was 
very small and crammed with objects (Figure 5 (a)). This efect was 
amplifed by the small feld of view of the Head-Mounted Display 
(HMD), which was restricting peripheral sight. It was impossible 
for us to observe the environment in its entirety, without “virtually 
bumping” into an object or through the wall outside the scene 
(Figure 6 (a) and (b)). When we realised that we were stepping 
into virtual objects, we always felt a sense of interference with our 
bodies, a perceived violation of our bodily integrity (see [49]). This 
can be expected to be higher if users associate the body they see 
with their physical body [38], which is the case in our set-up. 

Furthermore, it does not necessarily imply that more space is 
automatically better: We experimented with other dimensions to 
explore how the mixed environment unfolds in physical rooms 
with walls of about eleven meters width. Here, we encountered that 
putting the single artefacts too far from each other makes it hard 
to relate them with other artefacts in the same mixed environment. 
As shown in Figure 5 (b), the artefacts became detached from each 
other and the scene’s coherence fell apart (ODs02). 

Another design alternative, we briefy considered for exploring 
how we can be more economical in the use of space, was to reduce 
the size of all objects in the scene. We expected that the smaller 
objects would leave more space for the trainees and therefore might 
reduce occasions of “virtually bumping” into artefacts. This led to 
a shrunken scene in which trainees “could peek over the door into 
the room” (ODs05). The unusually small size of the objects gave us 
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(a) (b) 

Figure 6: The users’ perspective within the ofce with a 3×3 m2 base area. (the top view, feld of view depicted with blue lines) 
To see as much as possible from the scene rendered in by the HMD, the user needs to stand in the virtual ofce chair. The 
perspective in (b) is the one of this user through the MR-HMD and illustrates the small feld of view. 

the impression of “the entire interior [looking] like a doll’s house” 
(ODs05). Similar to a doll’s house, this induced an impression of 
being in control of the whole environment. Furthermore, we noticed 
that the reducing object sizes can increase their perceived fragility, 
similar to furniture in a doll’s house. The occupational health and 
safety training aims at reproducing certain aspects of reality: It 
attempts to put the trainees into a role they would have in their 
real-world work environment, which is none of control over an 
industrial setting. Furthermore, we wanted to encourage trial and 
error to explore the mixed environment, which is prevented if the 
artefacts are perceived as fragile. 

4.2.3 Solution chosen in our project. To be able to judge whether 
dimensions of the area are right for providing a mixed environment 
and based on the extremes that we encountered early on, we decided 
to “test 4×4 [�2] and increase step by step if necessary” (ODs04). 
Later in the design process, we fxed the dimensions to the agreed 
on maximum of 5×5 �2 (ODs04, ODs01). 

These dimensions allowed us to equip the space with virtual arte-
facts without overcrowding it and still leave some area dedicated 
to the users, while also allowing to use it in a sufcient amount of 
rooms. To better use this space, we later on optimised the available 
space by moving objects closer to the walls, leaving more space for 
the trainees (ODs06, ODs07, also DfM14). Since we were working 
with fxed dimensions, we decided to hand out a user manual to the 
trainers who are orchestrating the training sessions and want to 
use the MR application. In this user manual, we collected the basic 
requirements our MR application has on the real-world environ-
ment, to allow users to take the necessary measures to prepare the 
environment. We did refrain from changing (i.e. shrinking) object 
sizes to avoid the doll’s house efects. Using the correct object size, 
but also other aspects of geometric consistency, as described by 
Rolim et al. [45], fulfl the users’ expectations on objects and helps 

to accommodate in the environment, for example by estimating dis-
tances based on object sizes [41]. Furthermore, it also can infuence 
the way users perceive their role in the application, since the size 
of objects in their environment, similar to what scholars (e.g., [39]) 
describe for distance, put users in to a mindset. 

4.2.4 Patern Statement. When a real environment is superim-
posed with virtual content, the resulting mixed environment’s 
dimensions rely on the dimensions inherited from reality. This 
challenges MR creators to incorporate a range of potential dimen-
sions in their application and take care of how dimensions infuence 
the user experience. Thereby, MR creators will want to avoid users 
colliding with virtual or physical objects. The size of the mixed en-
vironment often needs to be defned early on in a project, since this 
is the basis for considering the arrangement of virtual content. Not 
only do the dimensions of the virtual content impact this decision, 
also the number of users and incorporated real objects afect the 
space’s dimension. 

P2: MR creators have to defne guidelines regarding the real-
world dimensions needed to use their MR application. They 
can inform the MR users left in charge of setting up the mixed 
environment, in various ways: Among others, the MR creators 
can hand out a manual, depict the guidelines in the set-up 
process or even enforce these rules by blocking unsuitable 
environments. In addition, the suitable size of virtual content, 
not just the dimensions of the overall mixed environment, also 
matters to put the user in the intended role. 

4.3 Design for Movement: More Than/Beyond 
Input 

4.3.1 Problem. The integration of human movements in MR appli-
cations is challenged by three “forces”. First, the amount of used 
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Figure 7: Final design of the ofce scene. The dimensions are fxed to 5×5 �2 and space is provided to not be forced to walk into 
virtual artefacts when exploring the scene. 

digital objects can inhibit or support moving through the mixed en-
vironment. Second, when moving triggers software behaviour, this 
trigger needs to be fred robustly. Finally, users need to be aware of 
how they control system behaviour, e.g., by being taught about it 
beforehand or by fnding out in a learning-by-doing fashion. These 
forces can be subsumed to the problem of movement in MR as a 
multi-faceted interaction. 

4.3.2 Context. Bodily activity in general is known to shape the 
way humans understand their environment, and therefore also how 
they learn [51]. Hence, while developing and testing our application, 
we had to handle the forces impacting the design when incorporat-
ing the movement of the users (DfM01). To encourage movement in 
the mixed environment, we decided to incorporate both, the users’ 
full body input but also more subtle hand gestures. While we had to 
defne how to work with both, we fgured out that users also need 
to be informed about how to use their body to consciously control 
the application. Among others, we encountered that “[i]nstructions 
must explain how to use elevator and portal” (DfM13), to be able to 
interact with their environment purposeful. This was constrained 
by the fact that our application is used in diferent countries and the 
requirement to use the application “out-of-the-box” without any 
adaption to local language. Hence, we aimed to not communicate 
with the users using a specifc language, written or spoken (DfM02). 
Also, we were aware of the fact that other means of communication 
aside written and spoken language, such as the visual the design of 
the scene, for example, the selection of furniture, difer based in dif-
ferent cultures. Nevertheless, this app is tailored to the customer’s 
company culture and also informed by our visit to the customer’s 
plant. It is supposed to enhance the corporate culture, but supple-
ments, rather than replaces, existing training methods, allowing 
fexibility to refect local practices. Early on in the development and 

design process, we fgured out that the available space to move is in-
fuenced by the amount of virtual and real objects within the mixed 
environment (see P2). To not overcrowd the mixed environment, we 
were looking for a solution to change the virtual content without 
confusing the users by randomly loading new content. Hence, we 
were looking for a mechanism which allows users to consciously 
trigger the loading of other virtual content. 

4.3.3 Solution chosen in our project. During the dissection of this 
pattern’s forces, we considered various approaches. Among others, 
we discussed “point & teleport” as introduced by Bozgeyikli et al. [3], 
where users trigger a trajectory holding a button and are teleported 
to the location pointed to when releasing it. We concluded to place 
a portal in the scene, shown in Figure 10, with which the users can 
navigate to the new virtual content (DfM03, DfM05, DfM10). These 
forces unveiled by levelling between simplicity and robustness 
surfaced when we were mitigating unintentional interaction by 
unconsciously entering the portal. This usually happened, when 
users entered the portal while stepping backwards, (see Figure 8 ○1 ). 
As a result, new virtual content was displayed suddenly, which led 
to confusion and broke the user interaction fow. We saw the need 
to inform the users on their input and give them time to refect 
and react on it (DfM04, DfM07, DfM17). We also included implicit 
interaction, based on employing the change of the users’ position to 
trigger an event. By design, we opposed the conscious body position 
based input described before, to inform users of certain areas which 
are not to be entered, since they pose risk to humans (DfM12). One 
such area is the driving path (see Figure 9, where, among others, 
forklifts drive with 10 – 20 km/h. Entering these areas is connected 
to the risk of accidents with severe injuries. Another issue we were 
facing was informing the user on how to use hand gestures. We 
decided to introduce short “videos [which] play on gaze [i.e., when 

2254



Navigating the Virtuality-Reality Clash DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark 

Figure 8: Stepping backwards into the portal while trying to 
see more of the mixed environment through the HMD. 

Figure 9: The alarm zone depicted as red rectangle for driving 
paths. Whenever a users steps into an alarm zone, an alarm 
sound is played. 

the user looks at one video]” (DfM15, DfM19) which demonstrate 
how the implemented hand gestures are used to interact with virtual 
objects. 

To eliminate the unintentional triggering of the portal, we de-
cided to only activate it when users step into the portal while it is in 
the users’ feld of view (DfM06, DfM11, DfM14). Furthermore, we 
wanted to inform the users that new content is going to be loaded. 
We added a loading indicator, which also delays the change of vir-
tual content by two seconds before showing the new scene (DfM07). 
This provides users with time to refect on what happened and if 
needed stepping out of the portal again to interrupt. Using a virtual 
object, users have to step into, challenges the bodily integrity of 
the users [49], but in contrast to colliding with a chair or desk, the 
portal is designed to depict an abstract object. A shown in Figure 10, 
it is semi-translucent and shows dark blue bars moving from top to 
bottom. In contrast to encouraging users to enter an area, for the 
purpose of indicating the areas, where employees are not allowed 
to enter, we decided to play an alarm sound when the users’ enter, 
which is played until they leave the respective area again (DfM08, 
DfM09, DfM16, DfM18, DfM20, Figure 9). We intentionally did not 
inform users of this mean of interaction with their body, since the 
requirement of not using text (DfM02) did not allow us to provide 
more complex instructions. It furthermore demonstrates a diferent 
kind of hazardous situation at the workplace: These restricted areas 
are part of the working environment by design, in contrast to many 
other hazardous situations, which are the result of human miscon-
duct at the workplace (e.g., switching of safety devices). Therefore, 
identifying the potential thread is not related with taking action to 
remove the dangerous situation. Instead, employees are required 

to follow certain rules to avoid being injured. Yepes-Serna et al. 
[55] indicate that for learning applications, surprising application 
behaviour might lead to an increased cognitive load, which can in-
fuence the learning outcome. This highlights that designers should 
scarcely introduce unintentional interaction. 

4.3.4 Patern Statement. The broad complexity of how the human 
body interacts with the real-world is unlikely to be reconstructed in 
an MR application. Still, MR creators should consider diferent ways 
of including the users’ positions, head movements, gestures, and 
maybe even postures into their interaction concept. This allows to 
introduce power entities, which users know from real-life to have an 
infuence on their body while interacting with the environment and 
how they perceive their body, guiding them to perform according 
to the MR application’s narrative. These power entities can be 
triggered as a reaction of intentional but also unintentional input. 
While a broad bandwidth on the one hand can depict important 
aspects from reality, users on the other hand can only beneft from 
those means when they are aware of them, or they become aware of 
them while using the application. These forces need to be mitigated 
by MR creators, who will have to make sure that the necessary 
means are introduced properly, either in a structured way (e.g., 
during a tutorial before use) or in a learning-by-doing fashion. 
The latter requires repeatable application behaviour to allow users 
applying trial and error to understand why the application is a 
reaction to their input. The tension manifests itself in the trade-of 
between the forces caused by the needs of simplicity and robustness 
of interaction modes. 
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P3: In applications with a three-dimensional spatial interface, 
such as MR applications, movement is a vital part of explo-
ration and therefore must be encouraged by the system design. 
MR creators are charged with the task to select suitable inter-
action modes. Besides the set of inputs, provided by the MR 
system they target, the MR creators must consider introduc-
ing body-based input modes which encourage movement for 
extending the interaction possibilities within their mixed envi-
ronment. Furthermore, MR creators have to defne intentional 
and unintentional input and create suitable responses from the 
mixed environment and need to inform the users about how 
to control the system using suitable communication channels 
which address the users capabilities. 

4.4 Wayfnding in Virtual and Real Spaces: 
Fostering the Cognitive Map 

4.4.1 Problem. When we considered how users fnd their way 
through the mixed environment, two “forces” challenge it. On the 
one hand, we wanted to support users with familiar methods for 
navigation through mixed environments. On the other hand, we 
wanted to keep the space in a dedicated area, which requires se-
quentially overlapping the real environment with diferent vir-
tual content. Both forces cannot be addressed comprehensively, 
so designers face the problem of balancing navigational clues 
without extending the mixed environment beyond the limited 
physical space. 

4.4.2 Context. Wayfnding, as presented in this pattern, and hu-
man approaches to cope with this challenge, have been charac-
terised by Xu et al. [54]: When humans try to identify a possible 
path to move through an environment, they primarily rely on envi-
ronmental factors, such as landmarks, and cognitive information, 
such as cognitive maps [53]. Humans also use this information to 
estimate distances [36]. Cognitive maps describe the users’ internal 

Figure 10: The fnal design of the portal and an instructional 
poster next to it. 

Sebastian Felix Rauh, Cristian Bogdan, Gerrit Meixner, and Andrii Matviienko 

spatial representation of an environment [19], or conceptual model 
of the reality they develop while exploring. Human wayfnding 
depends on fostering cognitive maps. Active wayfnding, like fnd-
ing new routes but also repeating known routes, helps to develop 
these maps [20]. In the early designs, we planned to connect the 
single scenes of the mixed environment using doors. These doors 
were to be placed in the initial scene (lobby) and supposed to be 
used to enter the other scenes in random order (i.e., the order the 
user decides to apply). Two approaches to handle how these doors 
can be employed and their impact on cognitive map development 
during the use of the application, were discussed: 

• Users could have to walk through a door, and therefore would 
need to step forward and expect to be in the next room on the 
other side of this door, which would increase the dimensions 
of the required area. Still, this solution partly supports human 
cognitive map development approaches, since there is a room 
behind the door in which users can step into, as expected. 
We identifed that on a map, the rooms on the cognitive map 
would either intersect (Figure 11), or the rooms would have 
to be very narrow (Figure 12). 

• Users could click on a door (leading to the room they in-
tend to go to), which loads the specifc content. Instead of 
stepping through the door, as it would be natural, they then 
would have to turn around to see the new virtual content in 

Figure 11: A potential cognitive map developed when, behind 
three doors placed on one wall, there would be rooms with the 
same wall size. The rooms would overlap on the cognitive map. 

Figure 12: A potential cognitive map developed when behind 
three doors place don one wall, there would be rooms each 
with one third of the wall’s length wide. The rooms would be 
stretched like a hallway. 
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the same physical environment. This approach would not 
increase the required area, but would require the users to de-
viate from how they perform wayfnding by adjusting their 
cognitive map building approaches. 

These two approaches either support wayfnding and cognitive map 
development, or they are economic in terms of required physical 
space. In both cases, similar to palimpsests, where author after 
author scraps of old layers of text from a parchment to reuse it, 
but cannot remove all traces, these overlaying environments leave 
traces in the cognitive maps, which can hinder interpreting it. 

The location of the six doors for the six rooms was also of concern 
(WVR01, WVR03), since each door would have to be in the same 
location in both rooms (the lobby and the themed room). We were 
worried that if the doors weren’t in consistent locations, users might 
feel “respawned” after new content loaded without the door back 
being in the expected location. While static setups can address this, 
our project goals included accommodating potential changes in 
room order, even after the application was in use, to meet customer 
requests (WVR02). Therefore, a fxed order cannot be guaranteed 
during the entire application life cycle. To allow iterating the MR 
application’s content, a large area would have to be reserved for the 
potential location of the door. This area then would not be available 
to place the actual training content, as shown in Figure 13 (a). 

4.4.3 Solution chosen in our project. After some consideration, we 
concluded that a horizontal foor plan (a map on just one level) is 
not a sufcient solution for our application’s design. Instead, we 
use an elevator with which users can travel to diferent foors, re-
sulting in a vertical foor plan (i.e., several rooms on several levels) 
(WVR04, WVR05, WVR06). People are used to the fact that when 
using an elevator, they (1) enter, (2) feel that they are moving and 
then (3) arrive somewhere else. Therefore, we concluded that it 
would support cognitive map building better than several doors. It 
furthermore allows using more space for the actual content (shown 
in Figure 13 (b)) without disrupting “natural” approaches of cog-
nitive map building. Additionally, with the elevator in the same 
location in all rooms, changing the order of rooms, or even adding 
a new one is more feasible. MR creators just have to change the 
order of the buttons or add another one. The buttons are placed on 
the elevator’s frame and therefore this approach gives MR creators 
more space for placing content. 

4.4.4 Patern Statement. When people navigate through their en-
vironment, they build up a cognitive map to be able to orientate 
in their environment. They therefore use a set of mechanisms for 
cognitive map building and will detect if there are discrepancies in 
their cognitive map. In MR applications, the cognitive map of the 
real world (created by walking through a room or building) is super-
imposed by a virtual map. Misleading information, or superposition 
of several rooms, which are illogical to the user may hinder this 
process and therefore prevent users from orienting themselves in 
the mixed environment. A large mixed environment can be based 
on a very small real environment, and one real environment can be 
superimposed by diferent virtual scenes. Therefore, MR creators 
should consider diferent ways of extending the mixed environment 
to not interrupt the process of wayfnding. 

(a) (b) 

Figure 13: Basic foor layouts. ○N is the dedicated area to 
navigation between rooms, ○C for interactive content on Oc-
cupational Health and Safety, and ○E for the empty space in 
which users can move freely. In (a), space ○N for six doors 
and in (b), ○N for the elevator and a portal is planned. 

P4: Cognitive map development must be supported when 
designing MR applications. MR creators must employ means 
of navigation which are inspired by reality and suit to the 
MR application’s basic layout. Furthermore, in MR, two or 
more diferent mixed environments can occur in the same real 
environment and MR creators have to mitigate the transition 
of the virtual content while the real content remains. 

4.5 Design for the Unknown Environment: 
Control, Delegate, Let Go 

4.5.1 Problem. There are three “forces” we were exposed to when 
it comes to making assumptions on the targeted environment: (1) 
working in a lab posed the risk to embracing a very narrow idea 
of the real environment, based on our testing space, for too long, 
(2) real spaces can set the tone for the user experience in a mixed 
environment, and (3) developers might not know much about the 
environments the fnal application will be used in. We encountered 
these forces to characterise the problem of designing for the 
unknown environment. 

4.5.2 Context. Much of the project’s duration focused on resolving 
issues critical to the application’s foundation. However, we stayed 
too long in lab testing, delaying the incorporation of real-world 
environment characteristics. When we fnally tested our MR ap-
plication outside the lab, we encountered issues in an auditorium 
with tall ceilings exceeding the tracking limit of fve meters. Since 
up to then, we were never exceeding the tracking limit, our appli-
cation required information on the ceiling’s location to display the 
mixed environment accurately. We expected this to stabilise the 
tracking. Hence, we were not able to start the application (DUE01, 
DUE02, DUE03, DUE04, DUE05, DUE06). We also learned that the 
context in which the application is used in is important on several 
levels, not only that the real space meets the requirements of the 
application, but also that the impression of our application in a 
high room, in which we tested it later, was diferent from our usual 
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(a) (b) 

Figure 14: The MR application (edges highlighted with blue arrows) in two rooms of diferent ceiling heights. In (a), the room is 
about seven meters, and the real corner is visible through the virtual ceiling (yellow arrow). In (b), the real ceiling is about the 
same height as the virtual ceiling. The white ceiling suspension is clearly visible (yellow arrows). 

test environment. In our testing environment, the real ceiling and 
the virtual ceiling were aligned (both were in about 2.5 meters). 
The ceiling was very present in this room (similar to Figure 14 (b)). 
In the high room, the virtual ceiling at the same distance was less 
oppressive, since there was some empty space behind it (similar to 
Figure 14 (a)). Also, the physical environment walls’, foor’s, and 
ceiling’s colour changes the way the mixed environment appears. 

During the application development, those team members with 
experience in manufacturing environments and the customer sketch-
ed the environment together. Aside, two members of the project 
also visited one of the customers plants to collect material for back-
ground pictures (“wallpapers”) but also to get impressions of how 
the companies culture unfolds in departments producing, maintain-
ing, constructing and administrating. These frst impressions and 
experiences were collected and applied to the initial design of the 
MR application. In total, three people directly contributed in this 
phase which can be considered as a design-evolutionary bottleneck, 
while the rest of the project team was starting to implement the 
drafts. 

4.5.3 Solution chosen in our project. After detecting that high 
rooms cannot be used, we adapted the application so tracking the 
ceiling was no longer required that the application starts loading 
content. Tracking two walls and foor also was sufcient to do a 
proper alignment of reality and virtual content (DUE07). We have 
also expanded our portfolio of test environments by including a 
room with a high ceiling (DUE03). To further balance the forces of 
the unknown environment, we included some instructions in the 
application’s manual, on how to prepare the setting to guarantee 
stable use, such as using a room without too many windows, since 
they cannot be tracked by the used HMD. Since our application is 
located on the Augmented Virtuality side of the Virtuality-Reality 
Continuum (see [35]), the features of the real environment are still 
present. In contrast to many other MR applications, which are lo-
cated on the Augmented Reality side, we provide wallpapers on all 
four walls (as shown in Figure 10) as well as the foor and the ceiling, 
which visually limit the mixed environment but more important 

this solution superimposes all features from reality with virtual con-
tent. This reduces the weight they have on the experience, which 
is depicted in Figure 14. 

4.5.4 Patern Statement. With MR, the real environment becomes 
a vital part of the MR experience. At minimum, it serves as a back-
ground, which is included into the experience and therefore needs 
to be interpreted by the MR application. The mix of the “two” envi-
ronments also mixes experiences made in real-life and MR. When 
users, for example, perceive the real room as uncomfortable, this 
attribute will also be part of the experience in the MR which unfolds 
in the room. MR creators need to be aware of the environment’s 
attributes to include them and mitigate between the virtual and 
the real content. Besides, MR creators have to be aware that there 
will be environments in which the use of the MR application fails, 
because they may not have foreseen a specifc attribute of this 
environment. 

P5: To properly design for the unknown environment, MR 
creators must analyse and extensively test in a portfolio of 
environments, which needs to be populated by characteris-
tics of the targeted environments. The resulting requirements 
must be refected in the MR application, such as for prevent-
ing certain environments from being used. Also, MR creators 
have to reduce the amount of characteristics of the physical 
environment, required for providing proper alignment of the 
virtual content, when possible. 

5 DISCUSSION 
This paper introduces Design Patterns for MR based on a struc-
tured refection on the evolution of our design. We returned to 
its development and design process to refect on our occupational 
health and safety training project in MR and collect traces of this 
design evolution. Since we applied a software engineering pro-
cess to our project, we could use various sources to retrace the 
project. During the refection exercise, we identifed aspects of the 
Virtuality-Reality Clash that MR creators might need to consider. 
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Table 1: The patterns and identifed related literature describing a similar pattern ○S or aspects of it ○A. 

Pattern Related Literature 

P1 Signifers and Actual Afordances advises to 
consciously deviate from the basic design lan-
guage to highlight those signifers which actu-
ally ofer afordances. 

P2 On Dimensions advocates for being aware 
that users need to know what are the require-
ments on the real environment in order to mix 
it with a virtual one, but also that the size of an 
object partly makes how it will be perceived by 
people. 

P3 Design for Movement encourages designers 
to make use of body movements in MR appli-
cations but also sets out that providing bodily 
interaction needs to be done consciously. 

P4 Wayfnding in Virtual and Real Spaces high-
lights the humans’ need to navigate through 
their environment, and that mixing reality with 
virtuality can interfere with fnding the way 
through the mixed environment. 

P5 Designing for the Unknown Environment em-
phasizes the importance of understanding the 
prospect of the fact that designers can only 
partly control the user experience since the real 
environment, which is fused with designed vir-
tual content to a mixed environment, can weigh 
heavy on the overall user experience 

“See the Unseen: . . . make visible the otherwise invisible” [10] ○S , “Complexity can be lowered by a number 
of strategies such as using isolated elements.” [52] ○A 

“Location- independent use: . . . it must support locations of various sizes and inform [. . . ] of the space 
requirements” [24] ○A , “. . . respondents in the small environment [limited] the amount of intimate infor-
mation and [answered] in more general terms. . . ” [39] ○A 

-

“Drive by gamifed story” [10] ○A , “A higher level of wayfnding anxiety was reported by Americans, and 
women in both countries [USA and Hungary]. . . ” [30] ○A 

“Alignment of Physical and Virtual Worlds” [6] ○A , “. . . distinct enough [. . . ] regardless of background.” 
[8] ○A , “. . . sufcient contrast between the overlay text and background.” [15] ○A , “User Safety: . . .Avoid 
placing key or primarily virtual experiences near [. . . ] places likely to result in an accident.” [22] ○A , 
“Contrast to background: A sufcient contrast between single elements [. . . ] and the real world. . . ” [24] ○A , 
“The good perceptibility of the information is the basic requirement for the recognition of contents.” [25] ○A , 
“Readability: [. . . ] particular attention should [. . . ] be paid to the readability of the text” (translated from 
German) [26] ○A , “Allow diferent kinds of visual appearance attributes: [. . . ] The user should remain in 
control over the appearance. . . ” [45] ○A 

To support MR creators based on our experience and refection, 
we propose fve Design Patterns to handle aspects of this clash. 
Structurally refecting on our design evolution provided a better 
understanding of the impact of our design decisions, how they fa-
cilitated or hindered the project’s progress, and anticipated future 
issues while using the software. The refection exercise made us 
more conscious of designing practices we already applied in ad-hoc 
decisions to fulfl our work tasks. 

5.1 Design Patterns that address the 
Virtuality-Reality Clash 

We have decomposed the Virtuality-Reality Clash, as encountered in 
our process, into fve themes, which build the basis of fve suggested 
Design Patterns. Aspects of these patterns can be found in literature, 
an excerpt summarised in Table 1. In addition, for P1, we could 
identify a pattern by Dunleavy [10], which follows a similar theme 
(see Table 1). 

By introducing challenges posed by each underlying design prob-
lem and by elaborating on specifc solutions, we aimed to make 
each pattern relatable and therefore contributing to narrow down 
the nature of the Virtuality-Reality Clash. While we motivated the 
Design Patterns dominantly on the basis of our own fndings in 
the structured refection and clustered them under the concept of 
the Virtuality-Reality Clash, these patterns also been discussed in 

previous work (see Table 1). Using our patterns enabled us to fnd 
related phenomena in literature, we wish to conclude on: 

Signifers and Actual Afordances (P1) are refected on by Sweller 
et al. [52], who state that MR creators need to work with false 
afordances to not cognitively overload the user with opportuni-
ties. Furthermore, MR creators cannot foresee every potential way 
an artefact might be used and therefore also will not be capable 
to include all potential functionalities users expect from a certain 
signifer. The deviation of objects to indicate afordances has been 
suggested in the form emphasising and de-emphasising by Rolim 
et al. [45]: On the one hand, MR creators could emphasize afor-
dances (see weight label in Figure 2). On the other hand, they could 
de-emphasise objects with false afordances to let them fade in the 
background. A third option, the course of our project suggests, is us-
ing stylising objects to emphasise them, for example, by increasing 
their size (see label on the cofee maker in Figure 2). Finally, using 
basic approaches of Gestalt theory (see also [43]) might also be 
facilitated to emphasise (or de-emphasise) actual afordances. This 
pattern has been further addressed by scholars as “See the Unseen” 
[10], aiming to make visible the otherwise invisible signifers or 
“Form communicates function” [13], which, among others, refers to 
using known metaphors (e.g., the proximity Gestalt principle [43]) 
to communicate actual afordances. 

On Dimensions (P2) is amplifed by current limits in technology, 
especially the reduced feld of view HMD provide, which require 
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users to move around more to compensate this technological short-
coming by cognitively merging single perspectives into a bigger 
picture. The resulting increased movements in the environment 
by users further emphasise the need for enough physical space. 
Reducing the use of the application to very few, large physical en-
vironments, conficts with the recommendation to enable the use 
of many diferent environments proposed by Koch et al. [24] for 
accessible MR design. To facilitate this, they advise to also inform 
users about how to prepare these environments. Okken et al. [39] 
mention that the environment afects what and how much informa-
tion people share. For specifc topics, a more spacious environment 
allows people to be more open. Therefore, the environment users 
are placed in also infuences, how socially distant they are [23]. 
Additionally, Nishihara and Okubo [37] indicate that the concept 
of personal space exists in virtual environments as well, which re-
quires certain objects, virtual agents or other users to be at certain 
distances to not be perceived as violating the intimacy of closeness. 

When it comes to Design for Movement (P3), there is a multitude 
of approaches to include the users’ full body, dedicated body areas, 
and body behaviour as input device. Among others, Stevenson Won 
et al. [50] suggest detecting the users’ body postures for addressing 
the individual level of engagement and Endsley et al. [13] propose 
to employ the position and pose of users to adapt the way content 
is presented, allowing interaction with the environment from dif-
ferent perspectives or even with diferent movements. According 
to Ogawa et al. [38], a representation of the users’ body “close-to-
reality” in VR reduces the users’ tendency to walk through virtual 
objects. Since in MR, users see their own body, this can be expected 
here as well. Pedersen [42], points out that humans in MR are not 
just present but also act and think at the same time, that is they 
permanently negotiate “the self in relation to others and the phys-
ical world”. Oppegaard [40] phrases this negotiation as constant 
interpretation and reinterpretation of environments. The way the 
environment is designed depicts a certain culture, which allows or 
inhibits individuals to express facets of their identity, and enables 
or prevents them to act. 

While we are ofering known means for Wayfnding in Virtual 
and Real Spaces (P4), we did not include actively drawing the users’ 
attention to specifc objects, as recommended by Rolim et al. [45], 
since the application is supposed to be used with a trainer on-site, 
who can guide users. MR creators might introduce navigational sup-
port to help users and aim to reduce cognitive load [56] to control 
stress levels. Stress is known to infuence performance in wayfnd-
ing [33]. Also, according to Lawton and Kallai [30], MR creators 
should consider that people of diferent gender and diferent cul-
tures have diferent approaches to wayfnding. Dunleavy [10] adds 
that an application’s narrative has an important “impact on the 
quality of the experience”. Purposeful means of navigation, which 
support cognitive map development, are part of the narrative. The 
author indicates that the collection and synthesis of information 
about the environment, users are located in, will support them to 
get an impression of how the individual rooms are connected. Each 
particular time people use an MR application, there is one, and only 
one real environment, but MR allows superimposing various virtual 
scenes corresponding with reality [32]. It is up to the MR creators 
how many virtual scenes are displayed in this one real environment 

and how users are supported to make sense of this palimpsest of 
overlaying virtual scenes. 

Aspects of Designing for the Unknown Environment (P5) were 
described by scholars. For example, Herbst et al. [22], indicate that 
for using MR in the wild, the real environment poses certain risks 
(e.g., the fowing trafc), especially if users are focused on solving 
tasks in MR. As part of this pattern, one of the most often identi-
fed challenges by scholars [8, 15, 24–26] is to make sure that the 
virtual information is depicted in a way that users can still access 
necessary information from the physical environment while using 
the MR application. Studying and characterising the environment, 
the application will be used in, is a common suggestion to handle 
this challenge [11, 22, 26, 31, 34]. Börsting et al. [6] indicate that 
alignment of the real environment and virtual artefacts needs to 
be assured, along with providing stable relations between virtual 
and real artefacts. Controlling the unknown environment by the 
users has been suggested by Rolim et al. [45]. They state that MR 
applications should be adaptable in terms of visual appearance. 
While they focus on instructions, in general it might be helpful to 
let the user adapt the appearance of the virtual objects to make 
them match with the real environments they are projected to but 
also the users’ expectations. In contrast to the authors’ suggestion, 
it might also be used to allow users to intensify the impact of the 
virtual content, so it can “overwrite” previous experiences made 
in a certain real environment. Another approach to handle efects 
of the unknown environment might be to reduce the amount of 
real environment shining through by employing diminished reality 
[46], sometimes also considered as a subset of MR [2], to complete 
completely occlude unwanted objects from reality. If suitable, MR 
creators might even want to reconsider and turn to VR. 

Many aspects of the Design Patterns we attribute to the Virtuality-
Reality Clash can be found in literature (see Table 1). Still, except P1, 
we could not identify any other Design Pattern, which is already 
covered in its entirety by work of others. Nevertheless, as depicted 
in Table 1, aspects of the Design Patterns P1, P2, P4, and P5 have 
been identifed by scholars. 

5.2 Design patterns as an interwoven concept 
While we presented the fve Design Patterns independently, they 
are interwoven by sharing aspects that support each other. Some 
aspects shared between the patterns are depicted in Figure 15. Since 
this collection is not exhaustive, we discuss a selection of shared 
aspects in this section: 

The pattern Design for the Unknown Environment has a consti-
tutive character for the Virtuality-Reality Clash. The uncertainty 
which the unknown environment provides is immanent to the 
Virtuality-Reality Clash. The origin of the four remaining Design 
Patterns can be retraced to be one genre of this uncertainty. Ac-
cording to Chen and Stanney [7], moving through an environment 
supports developing a cognitive map (intersection of Wayfnding 
in Virtual and Real Space and Design for Movement) of said envi-
ronment by collecting new information of it. Hence, the way MR 
creators prepare the mixed environment directly infuences the 
quality of the cognitive map we build. The right amount of space 
to move (intersection of Design for Movement and On Dimensions) 
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Figure 15: The fve patterns and exemplary aspects they share with each other. Design for the Unknown Environment (grey 
frame) is a pattern for constitutive character for the Virtuality-Reality Clash, since aspects of it are also covered by the other 
four patterns. 

prevents users from performing dangerous movements [24]. In con-
trast, again, too much space might have a negative infuence on 
the way users are willing to employ their body for interaction with 
the mixed environment (see [23, 37]). The right dimensions also 
support that users perceive one continuous mixed environment, in 
which individual situations and their afordances can arise from 
a complex interplay between several objects (real and/or virtual). 
As mentioned by Geuss et al. [18], humans are capable of deriving 
the right size of objects by afordances they provide (intersection 
of Signifers and Actual Afordances and On Dimensions). Hence, if 
objects aford certain functions, users can collect cues about the size 
of the objects and their environment and combine it with previous 
knowledge. For this reason, also providing the right dimensions for 
wayfnding (intersection of Wayfnding in Virtual and Real Space 
and On Dimensions) is crucial, since estimating distances to or sizes 
of objects in an environment is employed by humans to navigate. 

5.3 Implications for Mixed Reality Developers 
and Designers 

Based on the experience of applying our approach of structured 
refection, we encourage fellow engineers to conduct similar ap-
proaches to structured refection on the evolution of their design. By 
conducting this exercise, we could reconstruct our design decisions 
and trace their impact on the design. Working with the structured 
data body sometimes even served as a trigger for reviving emo-
tions and work atmosphere, we experienced while developing and 
consequently designing the MR training application. This had an 

impact on retrospectively understanding team dynamics as well, 
because it uncovered the individual’s contribution to the project in 
detail. Therefore, we also want to encourage design professionals to 
introduce more rigid documentation approaches into the conscious 
design process, since it could empower design folk to take a new 
historical perspective on their design approaches and further foster 
their conscious design process as an individual but also as a team. 

Using documentation systems and developed software develop-
ment also poses the risk of linearly streamlining design approaches. 
It requires an in-depth analysis of these tools to apply them to 
design activities consciously. Collecting, unifying, and structuring 
project documentation data from this project took, in our case, 
about fve person months. This time to invest should be considered 
when deciding to perform structured refection. Nevertheless, we 
understand this approach not just to share insights with others, but 
also as a chance to become more refective on the design decisions 
made by someone who creates MR applications. Therefore, it could 
be interesting for researchers who design to do similar exercises 
occasionally. We understand the continuous and extensive docu-
mentation of development and design undertakings as key to our 
approach to structured refection. For collecting traces, the visual 
reconstruction of the evolution of our design crystallized to be the 
driving aspect of the data corpus. It helped to refect on decisions, 
enrich the data corpus by personal retrospection, and structure the 
revisiting of the remaining data corpus. To present our fndings, we 
identifed Design Patterns, close to the original defnition by Alexan-
der et al. [1] as suitable. They allowed us to generalize various data 
points into one design problem and present our undertakings to 
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encounter specifc characteristics of the Virtuality-Reality Clash 
close to our design practice. Finally, this approach highlighted what 
might make the Virtuality-Reality Clash a design phenomenon for 
MR designers. It depends on the extent of the project, but also 
the theoretical stance of the involved design refectioneers and 
the research programs [29] or paradigms [28] in which they place 
their work, whether Design Patterns are the most suitable tool to 
present the results of such a structured refection. After all, some 
alternatives may be more desirable under diferent conditions. 

5.4 Limitations and Outlook on our Design 
Patterns 

The presented Design Patterns are deducted from the analysis of a 
project in which an MR occupational health and safety training was 
created for and with a partner from the industry. This industrial 
application area depicts a distinct context which informed our De-
sign Patterns. Transferring the Design Patterns to other application 
areas requires careful refection on each pattern and potentially 
adapting them to factors such as the new feld’s regulations, cultural 
expectations, or technology acceptance levels. 

We found aspects of four of our Design Patterns (P1, P2, P4, and 
P5) in literature for various application areas (e.g., for outdoor MR 
gaming [22], or MR educational applications [10]), which indicates 
that the industrial application area shares challenges of similar 
characteristics with other application areas. The Design Pattern 
P3 invites to carefully trade-of encouraging body movements and 
exposing the users to others by requiring movements, which may 
be perceived to be improper by the users. Since MR creators are 
tasked with deciding on the modes of interaction, including body 
movements, we expect this Design Pattern to also be transferable 
to other application areas. Hence, these Design Patterns can and 
should be transferred into other application areas for two reasons: 
(1) critical design decisions can be informed by these patterns and 
(2) the multifaceted shape of each pattern can be worked out by 
applying them over and over again. MR creators might want to 
refect on adapting these Design Patterns in other application areas 
by performing a structured refection similar to the method applied 
in this work. Moreover, the presented Design Patterns are neither 
intended to be complete nor should they be seen as irrevocable rules 
MR creators must follow. Instead, we invite scholars to structurally 
refect on fnished MR projects, among others, in the light of the 
Virtuality-Reality Clash and refne, oppose, and extend these Design 
Patterns not just in industry. 

While we focus on unwanted efects which characterise the 
Virtuality-Reality Clash, it also should be intentionally maintained 
in the background by MR creators to make the users aware that 
they are in a (partly) simulated environment to some extent. The ab-
sence of the Virtuality-Reality Clash, which could also be framed as 
Matrix2-like VR [48], might not be achievable, and it also might not 
be something MR creators should strive for. Creating a Virtuality-
Reality Clash-free application would require to control every aspect 
of the users’ environment, which, besides the general feasibility, 
raises a myriad of ethical questions, among others discussed by 
Slater et al. [49]. Analogues to the Matrix flms, the absence of the 

2science fction flm from 1999, where humans are “plugged in” and all sensory per-
ceptions are overwritten by a computer system. 

Virtuality-Reality Clash, among others, facilitates the possibility to 
control people’s opinions or the degree users are (not) in power of 
what happens to them in a simulated environment. Therefore, MR 
creators should be aware of this phenomenon and have approaches 
to address it, but also utilise it with care. In the end, designing the 
Virtuality-Reality Clash out poses the risk of being the source of 
Deceptive Patterns (see [5]), which are designed for tricking users 
to do things they did not decide on in various ways. 

In future work, we aim to apply our Design Patterns to more 
MR projects for collecting further proof of its applicability. The 
Design Patterns we present, are mostly created with a focus on 
visual aspects, but perception is multifold. For example, using haptic 
interfaces or better incorporation of objects found in the context 
of use, as suggested by Li et al. [31] further challenge MR creators. 
They need to employ suitable, also non-visual, signifers to indicate 
the underlying function, provide a sound matching between the 
stimuli, and make sure that the needed object is available in the 
environment. To establish these Design Patterns in everyday design 
practice, it might be of interest to foster material catalogues which 
provide MR objects for defned use cases, such as proposed by 
Risseeuw et al. [44]. Such catalogues could incorporate material 
which is based on approaches to address the Virtuality-Reality 
Clash and therefore bring the fve Design Patterns, introduced in 
this paper, into application. 

6 CONCLUSION 
In this paper, we proposed an approach to revisit projects after they 
have been fnalised to structurally refect on design decisions. By ex-
emplifying this approach, we identifed fve design problems based 
on the data collected from the MR creators’ side, characterised by 
challenges, we refer to as Virtuality-Reality Clash and which occur 
when mixing reality and virtual artefacts to create MR applications. 
We present fve Design Patterns which are based on these design 
problems. The purpose of these patterns is to sensitise MR creators 
to the Virtuality-Reality Clash and help them to handle related 
efects. Also, the patterns are used to characterise aspects of said 
Clash. Finally, we understand these design patterns to propose an 
interpretation of situations, in which design plays a major role, and 
recommend solutions in line with an individual design language. 
Learning for our structured refection on the evolution of our appli-
cation design, we hope to inspire fellow developers and designers to 
conduct similar exercises to become more conscious of the impact 
design problems and our mindset we show when making decisions 
to address these problems can have. 
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APPENDIX 

Table 2: Data points used to inspire Signifers and Actual Afordances. 

Ref Identifer Date Content 

SaA01 git commit 79164cd6 29/08 missing label 
SaA02 Meeting 0910 09/10 “25 kg” label on box 
SaA03 Jira ticket ARS-109 15/11 Ofce02: Labelling box “25 kg” 
SaA04 Meeting 1511 15/11 Labelling cardboard box“25 kg” 
SaA05 Jira ticket ARS-127 15/11 Assembly01: Light barrier equipped with label, key switch directly on light barrier (and larger) 
SaA06 git commit ab9f8cd7 23/11 Added text on green box 
SaA07 Meeting 1412 14/12 Turn the cofee machine slightly (so that the label is more visible) 
SaA08 git commit a04c8f39 17/12 Rotated Cofee Machine in Ofce02 

Table 3: Data points used to inspire the Virtuality-Reality Clash-Design Pattern On Dimensions. 

Ref Identifer Date Content 

ODs01 comment on ARS-28 27/06 fxed cube 5×5×2.5 
ODs02 git commit 2a44c2f3 17/07 some merge outliers [collection of data, which caused merged errors] 
ODs03 git commit cfaf2ab 27/07 re-scale objects 
ODs04 Meeting 0108 01/08 The working area is a bit small, which makes the scene look crowded. We enlarge the area to 

max. 5×5 m, initially we test 4×4 and increase step by step if necessary 
ODs05 Mail 1808a 18/08 We had [smaller objects] in between times, unintentionally. The entire interior looked like a 

doll’s house, and you ended up standing very high above it and looking at it from above. You 
had the feeling you could peek over the door into the room. 

ODs06 Jira ticket ARS-119 15/11 Manufacturing03: move virtual agent (compressed air) more into the corner 
ODs07 Jira ticket ARS-105 15/11 Portal closer to the walls (as far away from scene as possible) 

Table 4: Data points used to inspire Design for the Unknown Environment. 

Ref Identifer Date Content 

DUE01 Jira ticket ARS-4 07/05 get room coordinates 
DUE02 Meeting 1809 18/09 . . . Unfortunately, we had technical problems when preparing the demo on site, so we couldn’t 

display the rooms at all. Shortly before, everything worked perfectly in the lab. We are currently 
looking into this. . . 

DUE03 Mail 1909a 19/09 . . . In the meantime, we have also found the error and partially corrected it. Due to the high 
room height, the ceiling was not covered, but this was absolutely necessary until our change. 
We tested it in our auditorium. The HoloLens cannot detect the ceiling there either. . . 

DUE04 git commit 17d84994 19/09 . . . changed the default value for ceiling 
DUE05 Jira ticket ARS-56 21/09 Room Scanning not Working in Big rooms: Based on the current logic the application doesn’t 

allow to scan properly the corner in a big room. 
DUE06 Jira ticket ARS-57 21/09 Change minimum required walls and required ceiling 
DUE07 git commit 8895e973 24/09 removed ceiling condition 
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Table 5: Data points used to inspire the Virtuality-Reality Clash-Design Pattern Design for Movement. 

Ref Identifer Date Content 

DfM01 Requirement01a - user moves around in it -> Important: User is supposed to move around! Consciously doing 
something actively 

DfM02 Meeting 2506 25/06 ...avoiding the issue of language. 
DfM03 Jira ticket ARS-35 03/07 Implement Portal 
DfM04 Meeting 1707 17/07 Portal must be intentionally activated and deactivated. Unintentional entry must not lead to 

the scene being changed. 
DfM05 Jira ticket ARS-47 31/07 Place Portal correctly 
DfM06 Jira ticket ARS-48 31/07 Portal on/of concept 
DfM07 git commit 42aad69f 08/10 Initial implementation portal scene loading indicator 
DfM08 Jira ticket ARS-81 10/10 Manufacturing 3: . . . after moving blocking palette check if user is in driving path (honk if 

yes). . . 
DfM09 Jira ticket ARS-84 11/10 Modify Manufacturing02 
DfM10 Jira ticket ARS-85 12/10 Teleporter Logic 
DfM11 Jira ticket ARS-106 15/11 Running backwards into the portal does not change the scene 
DfM12 Jira ticket ARS-132 15/11 Maintenance02: barrier not respected -> alarm (audio and image) 
DfM13 Jira ticket ARS-139 15/11 Instructions must explain how to use elevator and portal (incl. advice to take hands out of feld 

of view if no interaction) 
DfM14 git commit 7dab21b7 10/12 Portal changed scene only when user walks in while looking at portal 
DfM15 git commit bf3df9ae 11/12 added instructional whiteboards and videos to Lobby videos play on gaze using the OnGaze-

CursorPlay script 
DfM16 git commit 8b8b4554 14/12 Added Alarm in restricted area 
DfM17 git commit 8b8b4554 14/12 . . . Added portal instructions in SceneManager scene 
DfM18 git commit a04c8f39 17/12 added alarm collider to Assembly02 adjusted AlertsManager to play diferent sound (looping 

missing) 
DfM19 git commit 93c079e0 14/01 . . . Changed PlayVideoOnGazeCursor script in Lobby. . . 
DfM20 git commit d1d46949 18/01 Looping alert sounds 

Table 6: Data points used to inspire the Virtuality-Reality Clash-Design Pattern Wayfnding in Virtual and Real Space. 

Ref Identifer Date Content 

WVR01 requirement02c - Training has basis module with 5-6 “Safety rooms”: . . . Lobby with 5-6 doors (to the safety 
rooms). . . 

WVR02 Meeting 2704 27/04 Lobby needs to be extendable 
WVR03 Meeting 1506 15/06 lobby with 6 doors (diferent colours and materials) 
WVR04 Jira ticket ARS-30 27/06 design lobby: . . . Elevator. . . 
WVR05 Comment on ARS-30 17/08 We will use an elevator now, Symbols for the diferent “level” are placed next to elevator as a 

dashboard, The Lobby-Symbol will be highlighted as we stand in the lobby. . . 
WVR06 git commit b6d48805 23/10 Added Elevator in SceneManager Scene 
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