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Figure 1: Overview of setups with three diferent types of embodiment, in which participants had to join a group of: (A) humans, 
(B) robots, and (C) virtual characters. Only in scenario C, participants were fully immersed in VR, while in A and B, they wore 
the VR headset for tracking purposes and it was not positioned directly in front of their eyes. The participant is standing at the 
starting position (A), the participant joined at the furthest side of the group (B), and the participant joined at the closest side (C). 

ABSTRACT 
Politeness and embodiment are pivotal elements in human-agent 
interactions. While many previous works advocate the positive 
role of embodiment in enhancing these interactions, it remains 
unclear how embodiment and politeness afect individuals joining 
groups. In this paper, we explore how politeness behaviors (verbal 
and nonverbal) exhibited by three distinct embodiments (humans, 
robots, and virtual characters) infuence individuals’ decisions to 
join a group of two agents in a controlled experiment (N=54). We 
assessed agent efectiveness regarding persuasiveness, perceived 
politeness, and participants’ trajectories when joining the group. 
We found that embodiment does not signifcantly impact agent 
persuasiveness and perceived politeness, but politeness does. Direct 
and explicit politeness strategies have a higher success rate in 
persuading participants to join the group at the furthest side. Lastly, 
participants adhered to social norms when joining at the furthest 
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side, maintained a greater physical distance from humans, chose 
longer paths, and walked faster when interacting with humans. 
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1 INTRODUCTION 
Small group interactions [36] with humans and artifcial agents 
in physical and virtual environments profoundly shape our social 
experiences [42, 67] from conversations to collaborations. Under-
standing and replicating these experiences in Human-Computer 
Interaction opens great possibilities and poses challenges, such as 
agents’ embodiment to express behaviors and the tone of those 
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behaviors afected by politeness, which makes embodiment and 
politeness fundamental for social interactions. Embodiment [40] 
refers to the integration of physical or digital form within an intel-
ligent system, which creates a connection between an agent and its 
interface [10, 15, 56]. Therefore, the choice of embodiment may af-
fect how individuals perceive and respond to agents [8]. Moreover, 
a robot or virtual character may elicit diferent reactions, including 
social comfort, perceived intelligence, emotional connection, trust, 
and engagement [20, 38, 62, 68, 77]. At the same time, politeness 
also plays a crucial role in shaping the tone and efectiveness of 
small-group interactions. Politeness [13] guides individuals in ex-
pressing their needs and desires while minimizing face-threatening 
acts and determining the success of persuading others to maintain 
social harmony. Therefore, understanding how embodiment and 
politeness intersect in human-agent interactions is vital for design-
ing small-group interactions between humans and artifcial agents 
to enhance social interactions, which we explore in this paper. 

Previous work has explored the impact of embodiment and 
politeness [7, 40, 82] in various contexts [2, 17, 61, 70, 73] and 
demonstrated the positive impact of these factors on participants’ 
perception and response towards robots and virtual characters 
[6, 25, 37, 81]. While many studies advocate the positive role of 
embodiment, particularly physical embodiment [7, 40, 82], in en-
hancing human-agent interactions, this topic remains a subject of 
ongoing exploration, marked by varying and sometimes contra-
dictory fndings. For instance, Hasegawa et al. claimed that while 
embodiment positively afected participants’ perceptions, it showed 
no signifcant infuence on performance [28]. Although the efects 
embodiment and politeness on social and collaborative interac-
tions in physical and virtual environments have been previously ex-
plored [49, 69, 71, 75, 76, 78, 79], few studies [12, 14, 18, 51, 53, 66, 74] 
focused on inviting newcomers to join small groups, which can be 
challenging due to exclusive behaviors and social anxiety. Therefore, 
we explore how politeness behaviors exhibited by (non-)human 
agents to invite individuals to join a small group can infuence 
joining behaviors. This could be benefcial in public events where 
humanoid robots or virtual characters help newcomers overcome 
barriers related to social anxiety in approaching and joining a small 
conversational group by promoting an inclusive and approachable 
atmosphere for all participants. 

In this paper, we examine how agents’ diferent embodiment 
and politeness behaviors infuence newcomers’ decisions to join 
small groups. For this, we focus on the combined efects of embodi-
ment (human, humanoid robot, virtual character) and politeness 
behaviors (baseline – not doing the act, indirect – using indirect 
language, positive – emphasizes friendliness and camaraderie) on 
human group joining behavior within small groups. To investi-
gate human behaviors in such settings, we conducted a controlled 
laboratory experiment (N = 54) to assess the persuasive impact 
of agents’ requests to join a group at a specifc side and how this 
infuences participants’ actions and perceptions of these requests. 
In the experiment, participants faced a social dilemma, requiring 
them to choose among three options: (1) investing more efort to 
join the group through a socially acceptable route, aligning with 
the agent’s request, (2) opting for the path of least efort, which is 
an unsocial route involving walking directly through the center of 
the group, and (3) choosing a convenient route to join the group 

at its closest side, thereby striking a balance between efort and 
social acceptance. Our results showed that embodiment did not 
signifcantly afect the persuasiveness of the agent or how polite it 
was perceived to be, whereas politeness behaviors did. Specifcally, 
employing direct and explicit politeness strategies showed greater 
efectiveness in persuading participants to join the group at its 
furthest side. We found that participants took less time to fnish 
walking in the presence of humans than the other two agents and 
in the presence of indirect behavior than the other two. Moreover, 
the path length participants walked was longer in the presence of 
proposing behavior than the other two, but there was no difer-
ence for the type of agents. Participants’ fnal distance to the main 
agent was shorter with robots than the other two agents and with 
proposing behavior than the other two. Lastly, participants’ fnal 
distance to the secondary agent was shorter with robots and virtual 
characters than with humans and proposing and indirect behaviors. 
Our main research contribution includes an empirical evaluation of 
embodiment and politeness behaviors on group joining behaviors 
and walking patterns of humans. 

2 RELATED WORK 
In this section, we outline and connect our approach to the existing 
body of work about group and proxemics theory, embodiment, and 
politeness theory. 

2.1 Group and proxemics theory 
When individuals come together to engage in communication as a 
group, they create what is known as a “free-standing conversational 
group” [67]. The management of space within and between individ-
uals in a group has been a subject of investigation in several studies 
[27, 36, 41, 46, 64]. These spatial dynamics within a group have 
been explored extensively, with Kendon’s theory of “F-formation” 
[36] providing insights into how individuals organize themselves 
in a group context. F-formation delineates the arrangement of a 
group where all members have equal, direct, and exclusive access 
to the group’s social space. Within F-formation, there are three 
distinct social spaces: “o-space”, “p-space”, and “r-space”. “O-space” 
represents a convex, empty space enclosed by individuals engaged 
in social interaction, and it is exclusive to the members of the group. 
This study focuses on how humans apply these spatial concepts 
when interacting with a group of agents, i.e., humans, robots, and 
virtual characters, with particular attention to their behavior con-
cerning the avoidance of crossing the boundaries of “o-space” when 
joining the group. Moreover, Hall [27] categorized the area around 
individuals into four specifc zones: (1) intimate space (0-45 cm), 
(2) personal space (45-120 cm), (3) social space (120- 365 cm), and 
(4) public space (> 365 cm). According to this theory, social interac-
tions among acquaintances primarily take place within the social 
space, while the personal space is reserved for interactions among 
close friends or family members. Consequently, in this work, we 
deliberately selected the onset of the social space zone [27, 35, 88] 
as a point that presents individuals with a dilemma: whether to 
navigate through the group’s o-space or circumvent it. Additionally, 
the investigation aims to determine whether participants comply 
with the agent’s invitation and join the specifc side that the agent 
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encourages them to join. These theories have been applied to com-
putational modeling and artifcial systems in situations where a 
newcomer approaches and joins a small group, such as compu-
tational analysis methods [18, 66, 74], social simulations [14, 53], 
proxemics [12, 51, 55] and datasets [84] concerning small groups. 
These endeavors have laid the foundation for developing artif-
cial models utilized by virtual characters and mobile robots. These 
agents may function as group members who need to accommodate 
newcomers or can join a group while being socially aware. This 
awareness may involve considering social body cues or striving to 
minimize disruptions within the group [3, 24, 52, 73, 85–87]. 

2.2 Embodiment 
Embodiment [40], within the realm of artifcial intelligence and 
robotics, encompasses various forms that dictate an agent’s inter-
action and integration within its environment. Notably, thoughts, 
feelings, and behaviors are intricately linked to bodily interactions 
with the environment and this impacts social behaviors and psycho-
logical experiences of individuals [43]. Embodiment encompasses 
an agent’s morphology, interaction dynamics, and engagement 
capabilities with its environment [19, 23]. One categorization of 
embodiment spans from physical embodiments, involving robots 
with tangible bodies constructed from materials like metal or plas-
tic, to virtual embodiments represented by animated characters 
in computer graphics. Within these classifcations, anthropomor-
phism [22], a tendency to attribute human-like traits to non-human 
entities, plays a pivotal role in shaping interactions of humans 
with technology. The Computer as Social Actors (CASA) paradigm 
[39, 48, 59] further extends this notion, emphasizing how agents, 
whether physical or virtual, portray human-like behavior to en-
gage meaningfully with users. Anthropomorphism, as a facet of 
embodiment, infuences how humans perceive and interact with 
agents, shaping their expectations, comfort levels, and responses 
in social settings [15, 21]. Moreover, this paradigm underscores 
the importance of agents’ social attributes and behaviors in driv-
ing successful human-agent interactions, aiming to bridge the gap 
between technological entities and human users by fostering re-
latable and efective communication. In this study, we selected 
three types of embodiments—humans, humanoid robots, and vir-
tual characters—to embody three distinct politeness behaviors. This 
choice aimed to ascertain potential diferences between human and 
non-human agents (robots and virtual characters) concerning their 
efectiveness in inviting individuals to join a small group. Such 
investigations are valuable in scenarios where the substitution of 
human agents with non-human agents, such as robots or virtual 
characters, is necessary, particularly in contexts like hospitality ser-
vices. Understanding the efcacy of these diverse agents in social 
interactions can aid in fnding appropriate solutions for various 
scenarios requiring non-human involvement. 

2.3 Politeness theory 
The CASA (Computers Are Social Actors) paradigm [39, 48, 59] 
highlights that individuals attribute human-like qualities to com-
puters and other technological devices. Consequently, they incor-
porate elements relevant to human interactions, such as politeness 

[47], into their interactions with these devices. Hence, the develop-
ment of polite behaviors for artifcial agents, i.e., robots or virtual 
characters, is crucial to establishing and maintaining a positive 
user perception of agents, fostering rapport [72] and facilitating 
long-term collaborations in group scenarios [17]. Several studies in 
the domain of Human-Computer Interaction (HCI) have explored 
the impact of politeness across various contexts such as dialogue 
management and conversations [44, 45, 70], machine translation 
[65], assessing politeness levels in peer reviews [9], communication 
styles and interaction contexts [63], mental health and legal applica-
tions [57], and social companionship for older adults [30]. Notably, 
politeness assumes a critical role in shaping social interactions and 
behaviors within groups. Brown and Levinson [13] introduced the 
concept of politeness, which involves eforts to prevent or mitigate 
actions that could harm an individual’s public self-image or face 
[26]. They identifed fve distinct strategies for expressing needs 
while minimizing face-threatening acts: 

(1) Not doing the act (NOT ): Avoiding the action altogether. 
Example: In this case, a room is hot and multiple individuals 
are present in it, if one person feels uncomfortable due to 
the heat and wishes to open the window for fresh air but 
refrains from doing so, it might be due to their reluctance to 
inconvenience others or their desire to maintain politeness, 
even if they are uncomfortable. 

(2) Indirect (IND): Using indirect language or an of-record ap-
proach. The of-record strategy uses indirect language, avoid-
ing imposition on the listener. It involves expressing some-
thing general or diferent from the speaker’s true intent, 
relying on the listener’s interpretation of the request, and 
willingness to assist in fulflling that. Example: “It is hot in 
here!” The listener might interpret this as a subtle suggestion 
to open the window for fresh air. 

(3) Negative politeness (NEG): Focusing on avoiding imposition 
or intrusiveness and respecting other people’s need for au-
tonomy. Example: “It feels warm in here. Would you mind 
opening the window, if that’s okay?” The speaker expresses 
concern for the warmth without directly imposing it on the 
listener and politely asks if they would consider opening the 
window, respecting their autonomy and freedom. 

(4) Positive politeness (POS): Emphasizes friendliness and cama-
raderie and seeks to establish a warm and friendly rapport in 
communication. Example: “It seems that you feel hot. Would 
you like to open the window?” By emphasizing the needs 
of the listener, the speaker warmly asks them to open the 
window. 

(5) Direct (DIR): Using clear and direct language. Example: “Open 
the window!” This statement is straightforward and concise, 
making a direct request to open the window. 

Given that previous work has shown that positive politeness 
strategy is more efective in persuading individuals to join small 
groups while keeping a positive impression than negative and direct 
politeness strategies [35, 88, 90], within the scope of this paper, we 
instead focus on three politeness behaviors: (1) NOT (not doing the 
act), (2) IND (using indirect language), and (3) POS (emphasizes 
friendliness and camaraderie). 
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The exploration of the interplay between embodiment and po-
liteness strategies, as well as their impact on individuals joining 
groups of humans, robots, and virtual characters, remains under-
explored. The assistance of humanoid robots or virtual characters 
to aid newcomers in overcoming social anxiety barriers by facili-
tating their approach and joining small conversational groups in 
public gatherings could be benefcial to foster an inclusive and 
welcoming atmosphere for all participants which could lead to a 
pleasant long-term interaction between group members. This study 
seeks to fll this gap by examining how agents’ embodiments, i.e., 
humans, robots, or virtual characters, and politeness strategies in-
fuence a newcomer’s decision to join a group at a specifc side 
while considering their subsequent perception of the agent’s re-
quest. Additionally, the study investigates how these factors impact 
the trajectories of human participants as they join the group and 
explores the potential infuence of social presence associated with 
diferent embodiments on various study variables. 

3 METHODOLOGY 
To systematically investigate how agents’ diferent embodiment 
and politeness strategies infuence newcomers’ decisions to join 
a group, we conducted a controlled laboratory experiment to as-
sess the persuasive impact of agents’ requests to join a group at 
a specifc side and how this infuences participants’ actions and 
perceptions of these requests. With this experiment, we addressed 
the following three research questions. The formulation of the 
following research questions stemmed from acknowledging the 
nuanced interplay between embodiment, politeness, and human 
social behaviors observed in the existing literature. 

RQ1 “To what extent does an agent’s embodiment and politeness 
behavior infuence the social behavior of humans when in-
vited to join a small group?” 

The impetus for this question arises from research emphasizing 
the signifcance of embodied agents in human-agent interactions 
[40]. Additionally, the lack of comprehensive studies exploring 
the specifc impact of politeness strategies [13], particularly in the 
context of group joining behaviors, underscores the need for deeper 
investigation into their interplay in inviting individuals to join a 
group. 

RQ2 “How does an agent’s embodiment and politeness behavior 
afect the perceived politeness of the invitation to join a 
small group?” 

This question is rooted in the essential role of politeness strategies 
[13] in communication and their implications on social interactions. 
Existing literature emphasizes the importance of politeness in min-
imizing face-threatening acts [26] and maintaining social harmony, 
yet specifc investigations into its impact on group joining behavior 
are scarce. 

RQ3 “What is the relationship between an agent’s embodiment, 
its perceived social presence, and the behavior of individuals 
when joining a small conversational group?” 

The exploration of social presence [11] concerning embodiment 
draws from previous studies examining the impact of agents’ phys-
ical or digital forms on interaction dynamics [40]. However, limited 

research has focused on the intricate relationship between embod-
iment, social presence, and individuals’ behaviors when joining 
small conversational groups. 

In this study, the adaptation of verbal behaviors of the agents is 
grounded in Brown and Levinson’s politeness theory [13], closely 
aligning with its principles. However, unlike the original theory, 
which primarily focused on linguistic aspects of politeness, this 
research also incorporates non-verbal aspects of behavior. While 
drawing inspiration from Brown and Levinson’s work, this study 
extends its scope by exploring the perception of these behaviors 
exhibited by three types of embodiment, a dimension not directly 
addressed in the original theory. Furthermore, the discussion of 
a social dilemma in later sections (see Section 3.2) adds another 
layer of contribution, showcasing how aspects of this theory can 
be practically applied in the domain of HCI, particularly in small 
group settings. Specifcally, it examines how individuals respond to 
a number of politeness strategies during group tasks and whether 
they adhere to the agents’ requests or social norms, such as refrain-
ing from walking through the center of a group, which are not part 
of the original theory. 

3.1 Study Design 
To answer these questions, a within-subject study was designed 
with two independent variables: (1) embodiment and (2) politeness 
behavior. 

Figure 2: Main agent’s (A1) behaviors: In each scenario, A1 in-
vites participants to join the group, employing a combination 
of verbal and non-verbal behaviors aligned with politeness 
strategies drawn from the theory: (a) Baseline (BSL); (b) Indi-
rect (IND); (c) Proposing (PRO). The experiment incorporates 
three diferent embodiments (humans, robots, and virtual 
characters) arranged from left to right. 
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Table 1: Experiment politeness behaviors and corresponding politeness strategies, verbal and nonverbal behaviors derived 
from the theory. *Note: In all conditions, agent 1 (A1) consistently maintained eye contact with the participant. The specifed 
verbal and nonverbal behaviors were consistently executed in an identical manner by A1 (see Figure 2). 

Politeness Behaviors Strategy Verbal behavior Nonverbal behavior 

1. Baseline (BSL) NOT None None* 
2. Indirect (IND) IND “Welcome back!” Open palm up 
3. Proposing (PRO) POS “This place is waiting for you!” Open palm sideways and partly downward 

3.1.1 Embodiment. We utilized three distinct embodiments: hu-
mans, robots, and virtual characters (Figure 2). This deliberate se-
lection was made to examine potential diferences between hu-
man agents and two distinct categories of non-human agents – 
humanoid robots and virtual characters – in their efectiveness 
at inviting individuals to join a small group. Additionally, within 
the category of non-human agents, we considered both physically 
embodied agents (humanoid robots) and virtually embodied ones 
(virtual characters). Existing literature [7, 82] suggests that physi-
cal robots tend to have a greater infuence than virtual characters, 
prompting our consideration of both types for a comprehensive 
evaluation. The experiment involved positioning two agents in a 
face-to-face group formation, with a distance of 125 cm separating 
them, within a room measuring 5.5 by 5 meters, as depicted in Fig-
ure 3. This distance marks the initial boundary within social space 
[27] and is deliberately selected based on prior research [35, 88] 
as a point that presents individuals with a dilemma: whether to 
navigate through the group’s o-space or circumvent it. The main 
agent, denoted as A1, was positioned facing the participants and 
extended invitations to join the group by employing a combina-
tion of verbal and non-verbal politeness behaviors.Throughout the 
entire duration of each trial, A1 consistently maintained eye con-
tact with the participants. Moreover, as participants commenced 
their approach towards the group, the secondary Agent (A2) also 
initiated and sustained eye contact with them. The design of this 
approach was informed by prior studies [35, 88], aiming to establish 
a welcoming and inclusive environment for participants to join the 
group. It was crafted to illustrate the agents’ openness, anticipation, 
and readiness for participants to become part of their group. 

3.1.2 Politeness behaviors. We created three distinct politeness be-
haviors, informed by three politeness strategies [13]. We have vali-
dated these strategies and their associated behaviors in four pre-
vious user studies with virtual characters and humanoid robots in 
physical and virtual environments [35, 88–90]. Our fndings showed 
that participants consistently perceived a good alignment between 
the designed verbal and nonverbal behaviors and the specifc po-
liteness strategies derived from Brown and Levinson’s politeness 
theory [13]. These behaviors encompass varying levels of politeness, 
verbal and non-verbal, as detailed in Table 1. With these politeness 
behaviors, we aimed to invite participants to join a group of two 
agents: (1) NOT (not doing the act), (2) IND (employing indirect lan-
guage to make a request rather than directly asking for it), and (3) 
PRO (emphasizing positive politeness by attending to the hearer’s 
interests, needs, and wants). 

The objective of the “not doing the act (NOT)” behavior was 
to observe the natural behavior of individuals when there was no 

explicit invitation by the agent to join a specifc side of the group. 
Hence, we selected the Baseline behavior to examine individuals’ 
innate inclination to join the group without any indication regard-
ing which side to join. This followed the frst politeness strategy 
of refraining from any action (Figure 2 BSL). The indirect behavior 
(IND) was chosen as an implicit way of inviting participants to 
join a particular side of the group. Consequently, in the Indirect 
behavior, the agent subtly indicated the preferred side by welcoming 
participants using an arm gesture (see Figure 2 IND). This gesture 
did not specify a particular side, only utilizing an arm on the same 
side as the agent wanted the participants to join. Therefore, both 
the verbal and non-verbal components of this behavior remained 
indirect. This indirect approach allows the participants to infer the 
agent’s intention and decide whether to comply without feeling 
explicitly pressured. We considered three options (negative, posi-
tive, and direct strategies) for an explicit way of inviting individuals 
to join the group. However, previous studies in virtual characters 
[35, 90] and social robotics [88] suggested that the positive polite-
ness strategy is the most efective approach to invite participants 
to join a group at a particular side while maintaining a positive 
impression on participants. Consequently, the positive politeness 
strategy (proposing behavior) was selected as the explicit way for 
inviting participants to join the group to ofer higher directness 
and clarity, both verbally and non-verbally, indicating the specifc 
side where the agent wanted participants to join (Figure 2 PRO). It 
aligns with attending to the hearer’s interests, needs, and wants, 
suggesting that there is a designated place reserved for participants, 
indicating consideration for their presence within the group. 

To systematically investigate these independent variables, all 
combinations of politeness behaviors and embodiments were in-
tegrated, creating nine distinct experimental conditions. The ex-
periment was organized into three blocks, each corresponding to 
one embodiment, i.e., humans, robots, or virtual characters. The 
sequence in which these embodiments were presented and the be-
haviors within each block, was randomized using a Balanced Latin 
square. Furthermore, to minimize the potential infuence of gender 
on participant behavior, exclusively female agents were employed 
when interacting with female participants, and solely male agents 
were engaged when interacting with male participants. Lastly, with 
the within-subjects design in this study, we aimed to enable par-
ticipants to experience and compare all conditions, minimizing 
individual diferences and enhancing statistical power [16]. 
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Table 2: Various alternatives and their associated trade-ofs 
from the participants’ perspective, as illustrated in Figure 3. 

Routes Persuasion Social adherence Efort 

Convenient 
Unsocial 
Inconvenient 

No 
Yes 
Yes 

Yes 
No 
Yes 

Low 
Medium 
High 

3.2 Social dilemma 
Given the types of embodiments and politeness strategies, we inten-
tionally designed the study to present participants with a dilemma 
where they had to make a choice among three options: 

(1) Opting for a socially acceptable but more efortful approach 
to join the group, complying with the agent’s request. This 
involved taking an inconvenient route around the group, 
which required approximately 12 steps. 

(2) Choosing the path of least efort, unsocial route, by walk-
ing directly through the center of the group, which meant 
violating the group’s o-space. This option required about 8 
steps but still adhered to the agent’s request. 

(3) Selecting a convenient route, involving only about 4 steps 
to join the group at the closest side. This choice balanced 
efort and social acceptance but conficted with the agent’s 
invitation to join at the furthest side (as outlined in Table 2). 

This dilemma enabled the examination of participants’ joining 
behavior within the group, considering both their decision to join 
(in response to persuasion and complying with the agent’s request) 
and their approach to doing so (adhering to social norms while 
walking), which involved varying levels of efort. The social accept-
ability of these three potential routes was founded on established 
social norms and derived from Kendon’s theory [36]. Kendon’s the-
ory suggests that people generally refrain from walking through a 
group’s o-space when adequate space exists around it. The specifc 
dilemmas presented in this study aim to investigate how individuals 
manage conficting social norms while taking into account polite 
invitations from diferent agents and the associated efort implica-
tions. Table 2 succinctly summarizes these dilemmas, encapsulating 
the varying trade-ofs related to social norms, levels of persuasion 
in politeness behaviors, and efort considerations. Furthermore, the 
dilemma indicates the extent to which individuals perceive artif-
cial agents (i.e., humanoid robots and virtual characters) as social 
entities (akin to humans) and conform to their requests. Also, it 
explores whether the politeness exhibited by these agents could 
impact participants’ decisions regarding their behavior in joining 
the group. It is noteworthy to mention that participants were not 
incentivized to adhere to the requests made by the agents or to 
abstain from walking through the group’s o-space. This exploration 
is to address research question 1 of the study. Importantly, partici-
pants had complete freedom to decide where and how they wished 
to join the group, and none of these three potential routes were 
presented to them. 

Figure 3: Experiment room: S represents the initial spot for 
each trial where participants started their movements. The 
Closest (C) and furthest (F ) sides of the group for joining 
from S are distinguished by green and blue circles, respec-
tively. Additionally, three distinct hypothetical routes for 
joining the group are depicted, each associated with a spe-
cifc color: green for inconvenient, red for unsocial, and black 
for convenient. In all conditions (except for BSL), A1 (main 
agent) invited participants to join at the furthest side (F ). 

3.3 Apparatus 
3.3.1 Trajectory and experiment control. We utilized HTC VIVE Pro 
headsets and controllers to record trajectory data and control the 
experiment. To facilitate participants’ movement within the room, 
HTC VIVE wireless adapters were attached to the headsets and 
powered by wearable battery packs (Figure 1). An application was 
developed using the Unity 3D game engine1 to capture trajectory 
data from the VR headset. Additionally, this application allowed 
the experimenter to play a beep sound via the VR headset to signal 
the start of each trial for participants. Participants carried the VR 
headset throughout all trials and could end each trial by pressing 
the trigger button on the VR controller. Furthermore, for the virtual 
characters block of the experiment in which participants were fully 
immersed in VR, an indoor virtual room mirroring the physical 
room’s features was developed using the Unity 3D game engine. 
The virtual starting position aligned accurately with the physical 
environment, ensuring a consistent spatial reference. 

3.3.2 Embodiment. Four humans (2 females and 2 males) were 
recruited and underwent training to replicate the behaviors of the 
artifcial agents, i.e., robots and virtual characters, as faithfully as 
possible. They were instructed to maintain consistent appearances 
throughout the entire study. The primary human agents’ appear-
ances and behaviors are illustrated in Figure 2. Female participants 
exclusively interacted with female agents, while male participants 
interacted exclusively with male agents. The primary female agent 
was 25 years old, with a height of 162 cm, while the primary male 
agent was 24 years old and had a height of 173 cm. In addition, 
the experiment involved two Pepper robots 2, each with a height 
of 120 cm. The Pepper robot comes equipped with an integrated 

1https://www.unity.com/
2https://www.aldebaran.com/en/pepper 

https://2https://www.aldebaran.com/en/pepper
https://1https://www.unity.com
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tablet positioned on its chest, which has the potential to distract 
participants from their primary tasks in this study. Hence, we opted 
to utilize a T-shirt specifcally to conceal this tablet for the primary 
robot. The primary robot is depicted in Figure 2. Within the virtual 
indoor room of the experiment, two virtual characters, specifcally 
Greta virtual agent3 [50], were positioned precisely where the phys-
ical agents had been located, following their orientations. CereProc 
text-to-speech4 was utilized for speech generation in these virtual 
characters. The study employed two male and two female Greta 
agents. Female participants exclusively interacted with female char-
acters, while male participants interacted exclusively with male 
characters. The primary male virtual character had a height of 173 
cm, matching the height of the human male agent, and the female 
virtual character had a height of 163 cm, matching the height of 
the human female agent. Detailed information about these Greta 
virtual agents, including their appearances and behaviors, can be 
found in Figure 2. 

3.3.3 Participant Data Collection. Participants were equipped with 
a tablet for providing feedback through between-trial, between-
block, and post-study questionnaires. This tablet was conveniently 
placed on a table adjacent to the experimental area (Figure 3). Ad-
ditionally, at the commencement of the study, participants entered 
their demographic information using the same tablet. 

3.4 Measures 
3.4.1 Joining behavior. Participants’ joining behavior is evaluated 
using six diferent metrics. 

(1) Persuasiveness: The study recorded participants’ compli-
ance with the agent’s request to join the group at the furthest 
side during each trial. This data was utilized to determine 
the efectiveness of a behavior or embodiment in terms of 
persuasiveness. 

(2) Social adherence: Participants who chose to join at the fur-
thest side had two alternatives: either walking between the 
two agents and crossing the group’s “o-space”, or walking 
around them while respecting the group’s “o-space”. This in-
formation was analyzed to quantify participants’ adherence 
to social norms in their joining behaviors. 

(3) Path length: This variable comprises the length of each 
trajectory (measured in meters) participants followed from 
their initial position, denoted as “S” in Figure 3, to the point 
where they activated the trigger button on the VR controller, 
indicating that they considered themselves to have joined 
the group. 

(4) Path duration: This variable indicates the duration (mea-
sured in seconds) of each trajectory, starting from the ini-
tiation of each trial (marked by the sounding of a beep for 
participants) to the moment they perceived themselves as 
part of the group and pressed the trigger button on the VR 
controller. 

(5) Distance to main agent: This variable stores the distance 
measured in meters between the point where participants 
ceased their movement and considered themselves part of the 
group and the location of the main agent in the environment. 

3https://github.com/isir/greta/wiki 
4TTS: https://www.cereproc.com/en/home 

(6) Distance to secondary agent: This variable is calculated 
in the same manner as the previous one, but it represents 
the distance between the point where participants stopped 
their movement and felt part of the group and the location 
of the secondary agent in the environment. 

3.4.2 Perceived politeness. This was assessed at the end of each 
trial using a brief questionnaire, with each question designed to 
measure one of the four dependent variables related to perceived 
politeness, namely, understanding, ofense, intimacy, and respect. 
Participants were asked to indicate their level of agreement with 
the following questions on a 5-point Likert scale, ranging from 
“strongly disagree” to “strongly agree”. Additionally, participants 
had the option to provide brief text-based comments if they wished 
to do so. 

(1) I could precisely understand the agent’s wants. 
(2) I got ofended by the agent’s action. 
(3) The agent wanted to increase intimacy with me. 
(4) The agent respected my freedom of action. 
Question 1 was created to assess how clearly the agent’s request 

was understood (i.e., understanding). Question 2 aimed to gauge 
whether the agent’s request caused any ofense or loss of face. Ques-
tion 3 was intended to determine the degree of satisfaction related 
to positive face (such as intimacy or warm behavior). The fnal ques-
tion, question 4, was designed to evaluate the level of satisfaction 
concerning negative face (e.g., respect for one’s choices, freedom of 
action, or perceived cold behavior). 

3.4.3 Social presence. This was evaluated using an 18-item social 
presence questionnaire [54] that specifcally targeted the agent’s 
social presence. Participants were requested to express their level of 
agreement with the provided statements using a 5-point Likert scale, 
ranging from “strongly disagree” to “strongly agree”. This assess-
ment allowed us to measure six variables: Co-Presence, Attentional 
Allocation, Message Understanding, Behavioral Interdependence, 
Afective Understanding, and Afective Interdependence. 

3.4.4 Post-study questionnaire. After the experiment, participants 
were requested to fll out a post-study survey to provide feedback 
on their overall experience. Finally, following their feedback submis-
sion, participants were instructed to approach each of the primary 
agents and position themselves at their preferred distance for initi-
ating a conversation. This step allowed us to assess the potential 
infuence of cultural diferences in personal space preferences and 
the potential impact of height on the distance participants main-
tained from each agent. 

3.5 Procedure 
After collecting participants’ demographic data, we introduced 
them to the experimental setup and human and non-human agents. 
Participants had time to familiarize themselves with the robots and 
wear the VR headset to acquaint themselves with the virtual room 
and its characters. For the experiment, participants were asked to 
move to the initial location (S) at the beginning of each trial, facing 
the group of agents in front of them and initiating their movement 
to join the group only after they heard a beep signal from the VR 
headset. The beep, triggered by the experimenter from the control 

https://www.cereproc.com/en/home
https://3https://github.com/isir/greta/wiki
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room, ensured that the main agent A1 could complete its polite-
ness behavior before participants started to move toward the group. 
The study employed a distinct setup to minimize the impact of 
VR headset use on participants’ interactions across diferent condi-
tions. Participants carried the VR headset with them throughout 
all trials, yet the method of use varied depending on the interac-
tion type. During trials involving virtual characters, they placed 
the VR headset in front of their eyes to fully immerse themselves 
in VR. In contrast, in the case of trials with robots and humans, 
the VR headset was positioned on top of their heads and not in 
front of their eyes. This setup was used to record their trajectories 
during each trial comprehensively. Participants were instructed to 
end each trial by pressing the trigger button on the VR controller, 
which they had with them throughout all trials when they believed 
they had successfully joined the group. After concluding each trial 
by joining the group, participants were instructed to return to their 
initial location. They were then required to leave the VR equip-
ment on the table beside the experiment room and respond to the 
four perceived politeness questions. Once they had completed this, 
they were to stand at the initial location and wait for the next trial 
to commence. Additionally, at the end of each block, which con-
sisted of three trials involving one embodiment, participants were 
asked to complete the between-block questionnaire, which focused 
on the social presence of the embodiment they had experienced. 
Participants were informed that only the experimenter controlled 
the start of movement to ensure technical functionality. However, 
participants had the full autonomy to end each trial by pressing 
the trigger button, signifying their decision to conclude that spe-
cifc trial. There were no specifc requirements regarding how they 
should end each trial, and they were free to do so however they 
preferred. 

The initial positioning and angles of both the group and the par-
ticipants were chosen to create a direct, least efort, and convenient 
path, allowing participants to join the group at the closest side with 
minimal efort. However, A1 typically invited participants to the 
opposite side of the group, which necessitated a more efortful and 
inconvenient route to reach, approximately twice the distance. The 
participants’ task involved commencing from a distance from the 
group, S, and then freely navigating the environment to join the 
group, see Figure 3. Participants were informed that all the agents 
were entirely autonomous. However, in reality, all the agents, includ-
ing the robot and embodied conversational agents, were controlled 
by the experimenter from the control room. The operation of the 
robot and embodied conversational agents was carried out by a hu-
man operator using a semi-automated approach that adhered to the 
Wizard of Oz (WoZ) methodology [60]. After the study, participants 
were informed that the robots and embodied conversational agents, 
initially portrayed as entirely autonomous, were in fact operated by 
a human operator to maintain transparency and ethical guidelines 
in the research process. Lastly, the human agents received training 
to mimic the behaviors of the artifcial agents as closely as possi-
ble. Overall, the duration of a single experiment ranged from 45 to 
60 minutes, with each individual interaction involving the agent 
lasting between 2 and 36 seconds. 
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Figure 4: Persuasiveness grouped by type of agent and be-
havior, encompasses three distinct scenarios: the count of 
instances where participants joined the group at the clos-
est side without crossing the o-space via a convenient route 
(Closest/No), joined at the furthest side without crossing the 
o-space via an inconvenient route (Furthest/No), and joined 
at the furthest side while crossing the o-space of the group 
via an unsocial route (Furthest/Yes). 

3.6 Participants 
A total of 54 participants (27 male, 27 female) aged between 18 
and 69 years (� = 33, �� = 11) and profcient in English were 
recruited for this study. Among the participants, 83% had little or 
no prior experience with VR and 94% had infrequent VR usage, i.e., 
a few times a year. Additionally, 85% of the participants had little 
or no familiarity with robots, and 93% reported interacting with 
robots infrequently or only occasionally. All data collected from 
participants was anonymized, and informed written consent was 
obtained from each participant before the commencement of the 
experiment. Each participant underwent nine trials, resulting in a 
total of 486 trials used for the fnal analysis. 

3.7 Data Analysis 
Given the non-parametric nature of the collected data, we applied 
the aligned rank transform for non-parametric factorial analy-
ses [80]. Therefore, we applied an Aligned Rank Transform (ART) 
ANOVA for all statistical analyses presented below. For pairwise 
comparisons, we used a Bonferroni correction. For the correlations, 
we used Spearman’s rank correlation coefcient. 

4 RESULTS 
The results indicated that politeness behaviors had a more signif-
icant impact on persuasiveness and the perception of the agent’s 
politeness, whereas embodiment did not show a notable efect. We 
found that participants took less time to fnish walking in the pres-
ence of humans than the other two agents and in the presence of 
indirect behavior than the other two. Moreover, the path length 
participants walked was longer in the presence of proposing behav-
ior than the other two, but there was no diference for the type of 
agents. Participants’ fnal distance to the main agent was shorter 
with robots than the other two agents and with proposing behavior 
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Figure 5: Overview of results: means and standard errors for path duration, path length, distance to the main agent, and distance 
to the secondary agent. VC = Virtual Character. BSL = Baseline, IND = Indirect, PRO = Proposing 

than the other two. Lastly, participants’ fnal distance to the sec-
ondary agent was shorter with robots and virtual characters than 
with humans and proposing and indirect behaviors. We outline the 
results in detail in the following subsections. 

4.1 Joining Behavior 
4.1.1 Persuasiveness and Social Adherence. We counted the number 
of times participants joined the group of agents at the furthest 
side while walking between the two agents (by taking an unsocial 
route) or walking around them (by taking an inconvenient route). 
Additionally, they had an option to join at the closest side (by taking 
a convenient route). We illustrate these behaviors in Figure 4. 

4.1.2 Path Length. The path length participants walked was com-
parable in the presence of humans (�� = 2.75 �, ��� = 1.86), 
robots (�� = 2.9 �, ��� = 1.18), and virtual characters (�� = 
2.8 �, ��� = 1). This fnding was supported by the non-statistically 
signifcant main efect for the type of agent (� (2, 106) = 2.9, � > 
0.05, �2 = 0.05). As for the type of behavior, the path length partic-
ipants walked was longer in the presence of proposing behavior 
(�� = 4.2 �, ��� = 1.88) than indirect (�� = 2.7 �, ��� = 0.54) 
and baseline (�� = 2.71 �, ��� = 0.53) behaviors. This fnding 
was supported by the statistically signifcant main efect for the 
type of behavior (� (2, 106) = 32, � < 0.001, �2 = 0.37). The post-
hoc analysis has shown statistically signifcant diferences between 
the proposing behavior and two other types (� < 0.001). How-
ever, there were no statistically signifcant diferences between 
baseline and indirect behaviors (� > 0.05). Finally, we observed 
a statistically signifcant interaction efect for agent * behaviors 
(� (4, 212) = 4.4, � < 0.01, �2 = 0.08). However, none of the pair-
wise comparisons were statistically signifcant (� > 0.05) due to 
the p-value correction. 

4.1.3 Path Duration. Participants took the least time to fnish 
walking in the presence of humans (�� = 7 ���, ��� = 3.36) 
than robots (�� = 8.43 ���, ��� = 4.42) and virtual characters 

(�� = 8.7 ���, ��� = 4.1). This fnding was supported by the sta-
tistically signifcant main efect for the type of agent (� (2, 106) = 
17.1, � < 0.001, �2 = 0.24). The post-hoc analysis has shown statis-
tically signifcant diferences between humans and the other two 
types of agents (� < 0.001). However, no statistically signifcant 
diferences existed between robots and virtual characters (� > 0.05). 
As for the type of behavior, we found that participants took the least 
time to fnish walking in the presence of indirect behavior (�� = 
7.09 ���, ��� = 3.75) than with baseline (�� = 8.01 ���, ��� = 4.6) 
and proposing (�� = 8.5 ���, ��� = 3.74) behaviors. This fnding 
was supported by the statistically signifcant main efect for the 
type of behavior (� (2, 106) = 10.5, � < 0.001, �2 = 0.17). The post-
hoc analysis has shown statistically signifcant diferences between 
indirect and other two types of behavior (� < 0.001). However, 
there were no statistically signifcant diferences between baseline 
and proposing behaviors (� > 0.05). Finally, we did not observe 
a statistically signifcant interaction efect for agent * behaviors 
(� (4, 212) = 1.66, � > 0.05, �2 = 0.03). 

4.1.4 Distance to the main agent. Participants’ fnal distance to 
the main agent was shorter with robots (�� = 1.1 �, ��� = 0.34), 
followed by virtual characters (�� = 1.17 �, ��� = 0.36) and 
humans (�� = 1.24 �, ��� = 0.3). This fnding was supported 
by the statistically signifcant main efect for the type of agent 
(� (2, 106) = 22.3, � < 0.001, �2 = 0.29). The post-hoc analysis has 
shown statistically signifcant diferences between robots and the 
other two types of agents (� < 0.001). Moreover, participants’ 
distance to the virtual characters was statistically signifcantly 
shorter than to humans (� = 0.045). As for the type of behav-
ior, we found that participants’ fnal distance to the main agent was 
shorter in the presence of proposing behavior (�� = 1.11 �, ��� = 
0.35) than with indirect (�� = 1.16 �, ��� = 0.36) and baseline 
(�� = 1.19 �, ��� = 0.39) behaviors. This fnding was supported 
by the statistically signifcant main efect for the type of behavior 
(� (2, 106) = 10.7, � < 0.001, �2 = 0.17). The post-hoc analysis has 
shown statistically signifcant diferences between proposing and 
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Figure 6: Perceived politeness scales, categorized by the type of agent and behavior: Understanding, ofense, intimacy, and 
respect. Strongly disagree indicates low understanding/ofense/intimacy/respect, and strongly agree – high understand-
ing/ofense/intimacy/respect. VC = Virtual Character, R = Robot, H = Human, PRO = Proposing, IND = Indirect, BSL = Baseline. 

baseline behavior (� < 0.001), and between proposing and indirect 
behavior (� = 0.012). However, there were no statistically signif-
cant diferences between baseline and indirect behaviors (� > 0.05). 
Finally, we did not observe a statistically signifcant interaction 
efect for agent * behaviors (� (4, 212) = 0.76, � > 0.05, �2 = 0.014). 

4.1.5 Distance to the secondary agent. Participants’ fnal distance 
to the secondary agent was shorter with robots (�� = 1.21�, ��� = 
0.26), followed by virtual characters (�� = 1.21 �, ��� = 0.28) and 
humans (�� = 1.27 �, ��� = 0.24). This fnding was supported 
by the statistically signifcant main efect for the type of agent 
(� (2, 106) = 3.7, � = 0.027, �2 = 0.065). The post-hoc analysis has 
shown statistically signifcant diferences between robots and hu-
mans (� = 0.039), but not between virtual characters and humans 
(� > 0.05) and virtual characters and robots (� > 0.05). As for 
the type of behavior, we found that participants’ fnal distance 
to the secondary agent was shorter in the presence of proposing 
behavior (�� = 1.23 �, ��� = 0.23), followed by indirect (�� = 
1.22 �, ��� = 0.25) and baseline (�� = 1.25 �, ��� = 0.32) behav-
iors. This fnding was supported by the statistically signifcant main 
efect for the type of behavior (� (2, 106) = 3.25, � = 0.042, �2 = 
0.057). The post-hoc analysis has shown statistically signifcant 
diferences between proposing and baseline behavior (� = 0.45) but 
not between proposing and indirect behavior (� > 0.05) and base-
line and indirect behaviors (� > 0.05). Finally, we did not observe 
a statistically signifcant interaction efect for agent * behaviors 
(� (4, 212) = 1.33, � > 0.05, �2 = 0.024). 

4.2 Perceived Politeness: Understanding, 
Ofense, Intimacy, Respect 

4.2.1 Understanding. Participants’ understanding of the agent’s 
invitation was higher with humans (�� = 4, ��� = 2), followed by 
virtual characters (�� = 4, ��� = 2) and robots (�� = 4, ��� = 2). 
This fnding was supported by the statistically signifcant main 
efect for the type of agent (� (2, 106) = 4.46, � = 0.013, �2 = 0.07). 
The post-hoc analysis has shown statistically signifcant diferences 
between robots and humans (� = 0.01), but not between virtual 
characters and humans (� > 0.05) and virtual characters and robots 
(� > 0.05). As for the type of behavior, we found that participants’ 
understanding of the agent’s invitation was higher in the presence 
of proposing behavior (�� = 5, ��� = 1), followed by indirect 
(�� = 4, ��� = 1) and baseline (�� = 2, ��� = 2.5) behaviors. 
This fnding was supported by the statistically signifcant main 
efect for the type of behavior (� (2, 106) = 123, � < 0.001, �2 = 0.7). 
The post-hoc analysis has shown statistically signifcant diferences 
between all pairs (� < 0.001). Finally, we observed a statistically sig-
nifcant interaction efect for agent * behaviors (� (4, 212) = 3.3, � = 
0.011, �2 = 0.058). However, none of the pairwise comparisons were 
statistically signifcant (� > 0.05) due to the p-value correction. 

4.2.2 Ofense. Participants got ofended by the agent’s actions 
comparably with humans (�� = 1, ��� = 0), virtual characters 
(�� = 1, ��� = 0), and robots (�� = 1, ��� = 0). This fnding 
was supported by the statistically non-signifcant main efect for 
the type of agent (� (2, 106) = 0.0007, � > 0.05, �2 = 0.001). As 
for the type of behavior, we found that participants got ofended 
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Figure 7: Overview of six scales of social presence. The maximum value for all scales is 5, with higher values indicating a more 
favorable result. VC = Virtual Character. 

by the agent’s actions more in the presence of baseline behavior 
(�� = 1, ��� = 1), followed by proposing (�� = 1, ��� = 0) and 
indirect (�� = 1, ��� = 0) behaviors. This fnding was supported 
by the statistically signifcant main efect for the type of behav-
ior (� (2, 106) = 28, � < 0.001, �2 = 0.001). The post-hoc analysis 
has shown statistically signifcant diferences between indirect and 
proposing (� < 0.001) and indirect and baseline (� < 0.001) behav-
iors, but not between baseline and proposing (� > 0.05). Finally, 
we did not observe a statistically signifcant interaction efect for 
agent * behaviors (� (4, 212) = 1.37, � > 0.05, �2 < 0.001). 

4.2.3 Intimacy. Participants perceived that all agents wanted to in-
crease intimacy with them comparably: humans (�� = 3, ��� = 2), 
virtual characters (�� = 3, ��� = 2), and robots (�� = 3, ��� = 2). 
This fnding was supported by the statistically non-signifcant main 
efect for the type of agent (� (2, 106) = 1.6, � > 0.05, �2 = 0.03). As 
for the type of behavior, we found that proposing (�� = 4, ��� = 1) 
and indirect (�� = 4, ��� = 1) behavior led to a higher willingness 
to increase intimacy than baseline (�� = 2, ��� = 2). This fnding 
was supported by the statistically signifcant main efect for the type 
of behavior (� (2, 106) = 51, � < 0.001, �2 = 0.49). The post-hoc anal-
ysis has shown statistically signifcant diferences between baseline 
and proposing (� < 0.001) and baseline and indirect (� < 0.001) be-
haviors, but not between indirect and proposing (� > 0.05). Finally, 
we did not observe a statistically signifcant interaction efect for 
agent * behaviors (� (4, 212) = 1.15, � > 0.05, �2 = 0.021). 

4.2.4 Respect. Participants perceived robots (�� = 5, ��� = 1) re-
specting their freedom of action more than humans (�� = 5, ��� = 
1) and virtual characters (�� = 5, ��� = 1). This fnding was 
supported by the statistically signifcant main efect for the type 
of agent (� (2, 106) = 13, � < 0.001, �2 = 0.19). The post-hoc 
analysis has shown statistically signifcant diferences between 
robots and humans (� = 0.014) and robots and virtual charac-
ters (� < 0.001), but not between virtual characters and humans 
(� > 0.05). As for the type of behavior, we found that participants 

perceived indirect behavior (�� = 5, ��� = 1) respecting their 
freedom of action more than proposing (�� = 4, ��� = 1.75) 
and baseline (�� = 4, ��� = 1). This fnding was supported by 
the statistically signifcant main efect for the type of behavior 
(� (2, 106) = 11.7, � < 0.001, �2 = 0.18). The post-hoc analysis has 
shown statistically signifcant diferences between indirect and 
proposing (� < 0.001) and indirect and baseline (� < 0.001) behav-
iors, but not between baseline and proposing (� > 0.05). Finally, 
we did not observe a statistically signifcant interaction efect for 
agent * behaviors (� (4, 212) = 0.83, � > 0.05, �2 = 0.015). 

4.3 Social Presence 
4.3.1 Co-Presence. Participants’ feeling of co-presence was higher 
with humans (�� = 5, ��� = 0.33) than with robots (�� = 
4.3, ��� = 1) and virtual characters (�� = 4.6, ��� = 1) (Figure 7). 
This fnding was supported by the statistically signifcant main 
efect for the type of agent (� (2, 106) = 10.91, � < 0.001, �2 = 0.17). 
The post-hoc analysis has shown statistically signifcant difer-
ences between humans and robots (� < 0.001) and humans and 
virtual characters (� < 0.01), but not between virtual charac-
ters and robots (� = 0.7). However, we did not observe a statis-
tically signifcant main efect for the type of behavior (� (2, 106) = 
1.8, � = 0.16, �2 = 0.033) and interaction efect for agent * behaviors 
(� (4, 212) = 0.09, � > 0.05, �2 = 0.001). 

4.3.2 Atentional Allocation. Similarly, participants’ attentional 
allocation was higher with humans (�� = 4.6, ��� = 1) than with 
robots (�� = 4.1, ��� = 1) and virtual characters (�� = 4, ��� = 
1) (Figure 7). This fnding was supported by the statistically sig-
nifcant main efect for the type of agent (� (2, 106) = 4.8, � < 
0.001, �2 = 0.08). The post-hoc analysis has shown statistically 
signifcant diferences between humans and robots (� = 0.029) 
and humans and virtual characters (� = 0.017), but not between 
virtual characters and robots (� = 0.9). However, we did not ob-
serve a statistically signifcant main efect for the type of behavior 
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Figure 8: Overview of correlations between categories of so-
cial presence and perceived politeness scale items. 

(� (2, 106) = 0.75, � = 0.47, �2 = 0.013) and interaction efect for 
agent * behaviors (� (4, 212) = 0.7, � > 0.05, �2 = 0.013). 

4.3.3 Message Understanding. Participants’ message understand-
ing was higher with humans (�� = 3.6, ��� = 1.3) than robots 
(�� = 3, ��� = 1) and virtual characters (�� = 3, ��� = 1.3) 
(Figure 7). This fnding was supported by the statistically signif-
icant main efect for the type of agent (� (2, 106) = 23.5, � < 
0.001, �2 = 0.3). The post-hoc analysis has shown statistically 
signifcant diferences between humans and robots (� < 0.001) 
and humans and virtual characters (� < 0.001), but not between 
virtual characters and robots (� = 0.67). However, we did not ob-
serve a statistically signifcant main efect for the type of behavior 
(� (2, 106) = 0.49, � = 0.6, �2 = 0.009) and interaction efect for 
agent * behaviors (� (4, 212) = 0.95, � = 0.43, �2 = 0.017). 

4.3.4 Behavioral Inderdependence. Participants’ behavioral inter-
dependence was higher with humans (�� = 3.6, ��� = 1.3) than 
robots (�� = 3.3, ��� = 1.3) and virtual characters (�� = 3.3, ��� = 
1.3) (Figure 7). This fnding was supported by the statistically sig-
nifcant main efect for the type of agent (� (2, 106) = 4.4, � = 
0.014, �2 = 0.076). The post-hoc analysis has shown statistically 
signifcant diferences between humans and robots (� = 0.023) 
and humans and virtual characters (� = 0.042), but not between 
virtual characters and robots (� = 0.96). However, we did not ob-
serve a statistically signifcant main efect for the type of behavior 
(� (2, 106) = 1.2, � = 0.29, �2 = 0.022) and interaction efect for 
agent * behaviors (� (4, 212) = 2.9, � > 0.05, �2 = 0.05). 

4.3.5 Afective Understanding. Participants’ afective understand-
ing was higher with humans (�� = 3, ��� = 1.3) than robots 
(�� = 2, ��� = 1.3) and virtual characters (�� = 2, ��� = 1.6) 
(Figure 7). This fnding was supported by the statistically signif-
icant main efect for the type of agent (� (2, 106) = 29.9, � < 
0.001, �2 = 0.36). The post-hoc analysis has shown statistically 
signifcant diferences between humans and robots (� < 0.001) 
and humans and virtual characters (� < 0.001), but not between 
virtual characters and robots (� = 0.82). However, we did not ob-
serve a statistically signifcant main efect for the type of behavior 

Table 3: Breakdown of the number of trials per block in which 
the main agent (A1) requested and successfully persuaded 
participants to join the group at the furthest side, and of the 
related number of trials in which participants did not walk 
through the o-space of the group. In total, participants were 
successfully persuaded to join the group at the furthest side 
in 36% of the trials. Among these cases, participants refrained 
from crossing the o-space in 57% of the trials overall. Note: 
That calculation excludes the BSL condition because the agent 
did not make any request to participants in those instances. 

Block (trials) I (1-3) II (4-6) III (7-9) Total 

Requested 108 108 108 324 

Successful 31 42 43 116 

Success rate 29% 39% 40% 36% 

Respecting o-space 18 25 23 66 

Social adherence rate 58% 60% 53% 57% 

(� (2, 106) = 0.79, � = 0.45, �2 = 0.014) and interaction efect for 
agent * behaviors (� (4, 212) = 1.6, � = 0.15, �2 = 0.03). 

4.3.6 Afective Interdependence. Finally, participants’ afective in-
terdependence was higher with humans (�� = 2.6, ��� = 1.6) 
than with robots (�� = 2, ��� = 1.6) and virtual characters 
(�� = 1.6, ��� = 1.3) (Figure 7). This fnding was supported 
by the statistically signifcant main efect for the type of agent 
(� (2, 106) = 41.5, � < 0.001, �2 = 0.43). The post-hoc analysis has 
shown statistically signifcant diferences between humans and 
robots (� < 0.001) and humans and virtual characters (� < 0.001), 
but not between virtual characters and robots (� = 0.31). However, 
we did not observe a statistically signifcant main efect for the type 
of behavior (� (2, 106) = 1.15, � = 0.31, �2 = 0.021) and interaction 
efect for agent * behaviors (� (4, 212) = 2.09, � = 0.08, �2 = 0.038). 

4.4 Correlations 
We discovered a statistically signifcant correlation between co-
presence and understanding (�� = 0.19, � = 0.014), ofense (�� = 
−0.24, � < 0.01), intimacy (�� = 0.2, � < 0.001), and respect (�� = 
0.31, � < 0.001). We also found a statistically signifcant correlation 
between attentional allocation and respect (�� = 0.15, � = 0.049), but 
not for understanding (�� = 0.018, � = 0.8), ofense (�� = −0.15, � = 
0.052), and intimacy (�� = 0.11, � = 0.14). Message understand-
ing has also statistically signifcant correlated with understanding 
(�� = 0.24, � = 0.0015) and respect (�� = 0.3, � < 0.001), but not with 
ofense (�� = −0.09, � = 0.21) and intimacy (�� = −0.005, � = 0.95). 
For behavioral interdependence, we found a statistically signifcant 
correlation with intimacy (�� = 0.19, � = 0.011) but not with under-
standing (�� = 0.075, � = 0.33), ofense (�� = −0.066, � = 0.39), and 
respect (�� = 0.029, � = 0.71). Afecting understanding has statisti-
cally signifcant correlated with understanding (�� = 0.26, � < 
0.001), but not with ofense (�� = −0.025, � = 0.75), intimacy 
(�� = 0.12, � = 0.1), and respect (�� = 0.01, � = 0.8). Finally, we 
discovered a statistically signifcant correlation between afective 
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interdependence and understanding (�� = 0.22, � = 0.004) and inti-
macy (�� = 0.18, � = 0.019), but not for ofense (�� = 0.05, � = 0.48) 
and respect (�� = 0.03, � = 0.7). The overview of all correlations is 
shown in Figure 8. 

5 DISCUSSION 
In this section, we discuss in detail how participants perceived the 
understanding, ofense, intimacy, and respect conveyed by diferent 
agents with varying politeness behaviors. 

5.1 Politeness over Embodiment 
Our fndings counter the existing research on the role of embodi-
ment in human-agent interactions [7, 40, 82]. Instead, our results 
align with the CASA paradigm [39, 48, 59] and anthropomorphic 
design principles [22], indicating that individuals tend to attribute 
social qualities to artifcial entities, treating them as if they possess 
social attributes. In this specifc scenario, the embodiment does not 
appear to wield signifcant infuence on the persuasiveness and 
perceived politeness of the agents. Instead, the study underscores 
the paramount importance of politeness behaviors as the driving 
factor in persuading participants to join a group at the furthest 
side and shaping participants’ joining behaviors and perceptions of 
the agent. These results challenge the conventional emphasis on 
the physical form or representation of agents, suggesting that the 
strategies employed in communication, particularly those related 
to politeness, hold more sway over users’ behaviors and impres-
sions. These fndings have broader implications for the design and 
implementation of agents, as they underscore the central role of 
communication strategies in achieving successful human-agent 
interactions. Specifcally, proposing behavior proves more efective 
in persuading participants to join the group of agents at its fur-
thest side. This success may be attributed to proposing providing 
participants with more explicit cues to follow, leading to higher 
efectiveness in achieving the intended outcome. This observation 
is further supported by the greater understanding associated with 
proposing behavior compared to the other behaviors. However, 
while proposing is clearer and more convincing in guiding par-
ticipants, it may also carry the risk of being perceived as more 
constraining and potentially ofensive in contrast to indirect be-
havior. Consequently, designers should consider possible adverse 
reactions, such as an increased sense of losing face for users and the 
imposition of restrictions on their freedom of action, that may be 
linked to the utilization of proposing as a persuasive technique de-
spite its clarity and efectiveness in guiding participants. Consistent 
with prior research [35, 90–92], our results show that the Proposing 
behavior, which is related to the positive politeness strategy, can 
prove highly efective in scenarios where there is a delicate bal-
ance between persuasion and ensuring a positive user experience. 
For instance, if a social robot designed to assist individuals with 
disabilities in a workplace setting [29], its primary objective is to 
persuade the user to adhere to specifc workplace safety and ac-
cessibility protocols while simultaneously fostering a friendly and 
supportive relationship. In this scenario, employing the Proposing 
behavior can be advantageous. It allows the robot to efectively 
convey the importance of following safety guidelines and main-
tain a positive rapport with the user. This approach can lead to a 

stronger connection between the robot and the user, encouraging 
the user to embrace the guidelines voluntarily. The user is likelier 
to perceive the robot as a helpful and persuasive collaborator rather 
than feeling pressured or obligated to comply with the guidelines. 

5.2 Propose and I will Join 
Previous psychological research [31] has revealed that humans tend 
to avoid choices demanding extra efort when presented with sim-
ilar options. These fndings align with the study’s outcomes, as 
participants in the BSL and IND conditions, where they did not re-
ceive clear instructions about the joining side, mostly chose the less 
demanding approach by joining at the closest side. Conversely, they 
were more inclined to follow the agent’s request to join the farthest 
side when provided with clearer instructions, such as Proposing 
behavior. However, they might traverse the group’s center (i.e., 
o-space). The results showed that participants generally adhered to 
social norms, even if it meant expending additional efort by opting 
for an inconvenient route to join a group of agents. As shown in 
Table 3, consistent with previous fndings in the feld [35, 36, 90– 
92], in most instances (57%), participants prioritized adherence to 
social norms over the savings in efort implied by taking the unso-
cial route through the o-space of the group of agents. Additionally, 
Table 3 illustrates a noticeable growth in persuasion from the frst 
to the third experiment block (29% to 40%)), aligning with prior 
research [35, 90–92]. However, participants’ adherence to social 
norms slightly increased from the frst to the third block before 
declining slightly in the third block. This pattern aligns with the 
concept of the efort paradox [34], suggesting that investing ef-
fort can boost perceived value, motivating individuals to engage in 
tasks requiring greater exertion. Nevertheless, participants might 
have been tired in the fnal block, possibly contributing to their 
reluctance to choose the longer route despite still complying with 
the request to join at the farthest side. 

5.3 Comfortable with Humans while Staying 
Close to Robots 

Participants took less time to complete their walking actions when 
interacting with humans than the artifcial agents, namely virtual 
characters and robots. This suggests that participants exhibited 
more efcient movement when joining groups involving human 
agents. The quicker completion of actions in the presence of hu-
mans might indicate a higher level of comfort or familiarity, as 
humans are more relatable and predictable in social interactions. 
The observed impact could also stem from the novelty efect as-
sociated with interactions involving humanoid robots and virtual 
characters. This suggests that in environments where these non-
human agents are more prevalent, a similar impact might not be as 
pronounced or evident. Consequently, we could anticipate similar 
reactions towards both human and non-human agents in such set-
tings. Furthermore, when considering politeness behaviors, partici-
pants exhibited shorter completion times for their walking actions 
in the presence of Indirect behavior, in contrast to the other two be-
havior types (Baseline and Proposing). Concerning the path length, 
participants traversed longer distances when encountering Propos-
ing behavior than the other two behaviors (Baseline and Indirect). 
Notably, Proposing behavior was the most efective in persuading 
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participants to opt for a longer route to reach the group at the 
furthest side. These collective fndings suggest that the increased 
distance and time associated with Proposing behavior can be attrib-
uted to participants choosing a longer path to join the group at the 
furthest side via an unsocial or inconvenient route. When examining 
the Baseline behavior, participants required more time to process 
and assess the agent’s behavior and decide their preferred joining 
approach, often leading them to select the closest side. Moreover, 
participants’ fnal distance to the main and secondary agent was 
shorter when interacting with robots than the other two agent 
types (humans and virtual characters). This fnding indicates that 
participants approach robots more closely during group joining 
interactions, which could be linked to participants’ perceptions of 
robots as being “cute” and “friendly”, as highlighted in the qual-
itative feedback. Finally, participants’ fnal distance to the main 
and secondary agents was shorter when encountering proposing 
and indirect behaviors than baseline behavior. This implies that 
participants may have perceived proposing and indirect behav-
iors as inviting or accommodating, encouraging them to approach 
secondary agents more closely. 

5.4 Design Implications for Robots and Virtual 
Characters 

The insights derived from our study yield valuable design implica-
tions specifcally tailored for enhancing the behaviors of robots and 
virtual characters in human-agent interactions. Designers should 
prioritize integrating and refning politeness strategies within the 
behavioral repertoire of robots and virtual characters. Our study 
emphasizes that strategies related to politeness exert a more sub-
stantial infuence on user behaviors and impressions compared to 
the embodiment of agents in persuading them to do some actions. 
These politeness strategies could be combined with existing models 
facilitating robots to join a group by following social norms, as 
demonstrated in prior works by Imayoshi et al. [32, 33], to create a 
more comprehensive framework for agent behavior. Such a frame-
work would not only involve adherence to and adaptation within 
social spaces but also entail polite behavior inviting newcomers to 
join during human-robot interactions. Furthermore, the implemen-
tation of clear instructions, particularly exemplifed by Proposing 
behavior derived from the positive politeness strategy, showcases 
its efectiveness in persuading users to exert additional efort for 
socially preferable actions. Designers should carefully balance per-
suasive techniques with user experience considerations, accounting 
for potential user perceptions of imposition or constraint. Addi-
tionally, recognizing the diferences in user comfort levels and 
interaction efciency between human and artifcial agents, design-
ers should aim to create behaviors that foster a higher level of user 
comfort and familiarity, especially with artifcial agents. Improving 
the efciency and clarity of interactions with robots and virtual 
characters may elevate the overall user experience. Our study re-
veals a proximity preference with robots, potentially stemming 
from perceptions of these agents as “cute” and “friendly”. Designers 
can leverage these qualities by investigating factors contributing to 
perceived friendliness in robot design. Incorporating such elements 
could positively infuence user interactions and perceptions. 

6 LIMITATIONS AND FUTURE WORK 
Our fndings should be considered under cultural variations in the 
interpretation of politeness. Diferent cultures may have varying 
defnitions of politeness, which could impact how participants per-
ceive and respond to the politeness strategies used in the study. For 
instance, in some cultures, walking through the center (or o-space) 
of a group may be viewed as less impolite than walking behind 
individuals when taking a route around the outside of the group. 
The infuence of social context on participant perception is another 
area that could beneft from further exploration in future studies. 
Additionally, this study focused on a specifc set of politeness strate-
gies and embodiments, which may not cover the entire spectrum 
of possible behaviors. The specifc formation of two agents in the 
study is another limitation that might restrict the generalizability of 
the results to scenarios with diferent spatial confgurations. Future 
research could address these limitations by replicating the study 
with exploring diverse spatial arrangements and social distances. 
Also, the study examined short interactions, and the results may 
difer in longer-term scenarios. Future work could explore a broader 
range of politeness strategies and embodiments, and investigate 
long-term interactions on user responses. Furthermore, extending 
this research to real-world applications, such as health care [58], 
customer service [83], or education [5], could provide practical 
insights into human-agent interactions in various contexts. In addi-
tion, research can investigate the psychological mechanisms driving 
our social behavior, group dynamics, and movement patterns and 
work towards optimizing them for diverse contexts. In this study, 
the agents consistently maintained eye contact with participants 
throughout each trial. Exploring diferent levels of eye contact in 
this scenario could be benefcial [1], considering that research has 
indicated that varying levels of eye contact might exert contrasting 
efects in diverse situations [4]. 

7 CONCLUSION 
In this paper, we explored how polite behaviors (verbal and nonver-
bal) exhibited by three distinct embodiments (humans, robots, and 
virtual characters) infuence individuals’ decisions to join a group of 
two agents in a controlled experiment We found that embodiment 
doesn’t strongly afect agent persuasiveness or perceived polite-
ness during group joining, highlighting the infuence of politeness 
behaviors. Direct and explicit politeness strategies (positive polite-
ness) were notably successful in persuading participants to join at 
the furthest side (using proposing behavior). Moreover, participants 
tended to follow social norms by not crossing the group’s o-space 
while joining the furthest side of the group. Our study demon-
strated that agent embodiment and politeness behaviors infuenced 
participants’ movement patterns during group joining interactions. 
Humans led to quicker movement completion. Proposing behavior 
resulted in longer path lengths, and robots prompted participants to 
approach the main agent more closely. These fndings contribute to 
our understanding of how agents and politeness strategies impact 
the social space aspects of human-agent interactions, which can 
inform the design of more efective and user-friendly AI systems 
and robots. Further research can delve deeper into the underlying 
psychological mechanisms driving these movement patterns and 
explore ways to optimize them in various contexts. 
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