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ABSTRACT
Guiding visual attention to specific parts of an interface is essential.
One powerful tool for guiding attention is gaze cues, that direct
visual attention in the same direction as a presented gaze. In this
paper, we explored how to direct users’ visual attention on 2D
screens using gaze cues from avatars and humans. For this, we
conducted a lab experiment (N = 30) based on three independent
variables: (1) stimulus shown either as avatars or human faces,
(2) target direction with a target appearing left or right from a
stimulus, and (3) gaze validity indicating whether a stimulus’ gaze
was directed towards a target (valid gaze) or not (invalid gaze).
Our results show that participants’ total and average fixation on a
target lasted longer in the presence of the human image than the
avatar stimulus when a target appeared on the right side and when
a stimulus’ gaze was towards the target. Moreover, participants’
average fixation was longer on the human than avatar stimulus
gazing in the opposite direction from a target than towards it.
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•Human-centered computing→User studies; Empirical stud-
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1 INTRODUCTION
Within User Experience Design, effectively guiding users’ attention
in an interface is essential [9, 22, 37]. Visual Hierarchy is one of the
established methods defined as the order in which the human eye
is guided to consume each design element of an interface in the
intended way [9]. To facilitate a specific order of visual guidance,
researchers have introduced different visual cues such as arrows,
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words, and gaze to encourage users to interact more with an in-
terface to complete tasks [31]. Following another human gaze is a
clear example of Cialdini’s Social Proof [8] saying that if an object
has caught the attention of others, it will probably be of interest to
us as well. However, with constantly increasing attention-hungry
user interfaces on 2D screens, e.g., websites and smartphone appli-
cations, guiding visual attention via gaze cues becomes even more
complex and requires a better understanding of efficient strategies.

Gaze cues are social cues used to direct visual attention based
on the direction of other people’s gaze. It is often used in websites
to allocate users’ visual attention to parts of the website that are
important to interact with [25]. Websites typically use gaze cues by
displaying images of real-life people with a certain gaze direction to
guide visual attention to call-to-action objects such as buttons. With
the emergence and fast expansion of technology, more and more
people interact daily with computers and virtual environments
that include virtual characters, i.e., “avatars”. Therefore, previous
research focused on making these avatars more human-like by
adding gaze cues [3, 18]. When researching gaze cues and how they
affect users, eye tracking is often used as an evaluation method, as
it provides designers a more psychological approach to usability
testing [35]. Expanding the usage of gaze cues to avatars can be
beneficial for settings where avatars need to communicate, e.g.,
video games [16] or immersive learning settings [20]. As the goal
of avatars in these settings is to make the interactions as natural
as possible, being able to use human-like social patterns such as
gaze cues will help fulfill this goal. Therefore, this study evaluates
the effects of gaze cues, i.e., eye movements indicating a certain
direction, provided by avatars compared to humans.

In this paper, we explored how to direct users’ visual attention
on 2D screens using gaze cues from avatars and humans. For this,
we conducted a controlled lab experiment (N = 30) based on three
independent variables: (1) stimulus shown either as avatars or hu-
man faces, (2) target direction with a target appearing either on
the left or right side from a stimulus, and (3) gaze validity indicat-
ing whether a stimulus’ gaze was directed towards a target (valid
gaze) or in the opposite direction from it (invalid gaze). Our results
show that participants’ total and average fixation on a target lasted
longer in the presence of the human than the avatar stimulus when
a target appeared on the right side and when a stimulus’ gaze was
looking in the target’s direction. Moreover, participants’ average
fixation was longer on a human than on the avatar stimulus with
an eye gaze in the opposite direction from a target than in the
target’s direction. Our research contribution includes an empirical
evaluation and design guidelines for directing visual attention on
2D screens using gaze cues from avatars and humans.
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2 RELATEDWORK
This section provides an overview of three main pillars of related
work: (1) visual hierarchy in web design, (2) eye tracking and visual
attention, and (3) gaze cues on avatars and humans.

2.1 Visual hierarchy in web design
Since the birth of the internet, websites have been amedium for com-
municating information and have found various areas of use [22].
Due to websites being often task-oriented, how a website can com-
municate information to users in a way beneficial for the task at
hand is essential for web designers [22]. Within a website, designers
present the visual elements to the users, with the users mentally as-
sembling the elements to uncover the meaning behind them. Good
web design particularly focuses on how efficiently it guides users’
visual attention from one element to another and does it in the
correct order [22]. This is also known as Visual Hierarchy and is
an essential concept in the advertisement field [9]. The main goal
of visual advertisement design is (1) visual communication and (2)
visual attention allocation. Several layout patterns take advantage
of people’s scanning and reading patterns on a visual interface [9].
The three main are the Guttenberg diagram, the z-pattern layout,
and the f-pattern layout. The Z-pattern and F-pattern layouts facili-
tate interaction with elements in a pattern that follows the letters
Z or F. On the contrary, the Guttenberg Diagram is a pattern that
follows an even distribution of information and suggests that the
user’s attention sweeps across the interface in a series of horizontal
movements called axes of orientation. Each of these axes starts
increasingly from the left edge and moves towards the right edge.
This pattern, therefore, suggests that users pay the least attention
to the bottom-left part of the interface [9].

2.2 Eye tracking and visual attention
Eye tracking is typically employed to assess users’ cognitive pro-
cesses and distribution of their visual attention [24, 35]. Eye tracking
is an experimental method that records users’ eye movements and
gaze locations across time and task [6], such as fixations and sac-
cades. For example, Eraslan et al. [10] used eye tracking to investi-
gate if participants with ASD had different strategies for processing
information on websites compared to participants with no neuro-
logical disabilities. Results showed that the participants with ASD
tended to look more at irrelevant visual elements, had shorter fixa-
tion durations, and had longer scan paths. Eye tracking also allows
designers to assess users’ visual attention to understand why cer-
tain elements are not interacted with. For example, Boardman and
Mccormick [5] used eye tracking to understand consumer viewing
patterns on shopping websites. The results showed that users’ at-
tention was directed in a different pattern than in product listing or
information, supported by another study about viewing strategies
on a Facebook website [29]. It indicates that users’ viewing strat-
egy depends on motivation, unlike previous research that claims
that people use specific patterns to scan textual websites [9, 23].
Another example includes the assessment of visual attention to the
website advertisements [21, 36]. One way of advertising focuses on
banner-ads – a rectangular display embedded into a website that
redirects users to the sponsors’ website if clicked. Previous research
has focused on the design of banner ads to avoid banner blindness,

i.e., when users ignore banner ads consciously or unconsciously
and increase the effectiveness of advertisements [21, 36]. Their re-
sults indicate that ads should have visual elements that stand out
to grab visual attention [36]. Therefore, in this work, we employed
eye tracking to better understand the allocation of users’ visual
attention in the presence of virtual and human-like avatars and
directional cues, which we outline in the following subsection.

2.3 Gaze cues on avatars and humans
A gaze cue is a visual cue that can be a visual display of a human
or a virtual avatar [25] to provide social information and influence
human behavior [8]. As discussed in the previous subsection, eye
tracking helps in understanding the effectiveness of advertisements,
and one way of guiding users’ attention to ads is by using gaze
cues [12, 32]. For instance, Sajjacholapunt and Ball [28] measured
the effectiveness of banner ads in three conditions: no face, mutual
(the gaze direction is towards the users), and averted (a gaze cue is
applied) gaze. Their results showed that dwell time on vertical ban-
ner ads was higher with averted gaze, and both averted and mutual
gaze led to higher dwell times compared to the no face, with the
averted gaze accumulating the highest dwell time. Another study
explored the influence of gaze direction on food preferences [17].
Participants had to write down their willingness to pay, taste, and
health preferences before the test, in which they looked at images of
people with food and varying gaze directions. The results showed
participants’ willingness to pay more for the images that utilized
gaze cues in the direction of the food and lower preference for
the food on the images with gaze cues in the opposite direction
from the food. Arrow cues are another visual cue to allocate visual
attention on websites [7, 13, 19]. For example, Joseph et al. [13]
used an fMRI scan to measure brain activity when presented with
gaze and arrow cues and found that humans direct visual attention
more unconsciously when presented with a gaze cue than with an
arrow cue. Although humans might direct attention unconsciously
regarding gaze cues, the overall cueing effect is similar to when
presented with arrow cues [7, 19]. Moreover, arrow cues efficiently
direct attention to a group of objects, whereas gaze cues allocate at-
tention to the specific object [7]. These findings show no significant
differences in the cueing effect, but gaze cues are more efficient
in providing social aspects compared to arrows [17]. Thus, this
work investigates gaze cues on human-like and virtual avatars to
understand better how they affect visual attention allocation.

Social signals, e.g., eye gaze, play an important role in human-
to-human [3, 15, 18] communication, which led to the implemen-
tation of social signals on virtual avatars [3]. In the presence of
social cues on virtual avatars, users showed faster task-completion
times [2, 14, 18], higher preferences for virtual avatars [3], and
lower error rates [2]. Realistic and engaging avatars increase im-
mersiveness, learning among users, and overall enjoyment [27]. For
instance, Khoramashi et al. [14] employed gaze behaviors to make
avatars realistic and engaging. In an experiment where participants
completed a simple task of mirroring the avatar, two conditions
were set, one in which the avatar used gaze cues and one in which
it did not. Results showed that gaze cues significantly improved
participants’ reaction time to the avatar’s movements, made the
task feel less difficult, and showed that the avatar’s gaze movements
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Figure 1: Overview of eight experimental conditions: four conditions (left) included a virtual avatar and four conditions (right)
a human-like avatar. They were further split into target direction, i.e., left or right from the avatar, and validity, i.e., the eyes
looking in the same direction where a target appears or the opposite.

were cooperative, human-like, and realistic. In summary, previous
research has shown that gaze cues are important in guiding users’
visual attention. However, there is a limited understanding regard-
ing their effectiveness in directing visual attention using avatars
and humans as stimuli since previous research shows that gaze cues
are effective with humans and avatars. In this paper, we compare
these types of stimuli, particularly in the presence of valid and
invalid gaze guidance, which we describe in detail in the evaluation
section in the following.

3 EVALUATION
We conducted a controlled lab experiment to assess the influence of
virtual and human-like avatars on users’ visual attention guidance.
The research question for this experiment is: How can we direct
users’ visual attention using virtual and human-like stimuli for 2D
interaction?

3.1 Participants
We recruited 30 participants (15 male, 15 female) aged between 21
and 50 (𝑀 = 34.1, 𝑆𝐷 = 7.9). Participants had previous experience
with virtual avatars from series and movies (N = 13), social media (N
= 12), video games (N = 10), commercials (N = 3), internet browsing
(N = 3), and work (N = 3). We recruited the participants through the
advertising channels of our institution. We excluded participants
who had eye surgery, wore glasses with more than one power,
or had any eye movement or alignment abnormalities, such as
lazy eyes, Strabismus, or Nystagmus. Participants did receive any
compensation for their participation.

3.2 Study design
The study was designed to be within-subject with three indepen-
dent variables: stimulus, target direction, and gaze validity. The
stimulus consisted of two levels which included (1) a human and
(2) a virtual avatar face. Since daily interaction with computers
shifts towards virtual environments that include virtual charac-
ters [2, 14, 15, 18, 26, 30], i.e., “avatars”, we explore human and
virtual faces to understand better their influence on guiding visual

attention. The target direction consisted of two levels: (1) left – with
a target appearing on the left, and (2) right – with a target on the
right. The selection of target appearance on the left and right sides
was based on the people’s scanning and reading patterns on visual
interfaces, which typically follow side-wise movements rather than
up and down or in-between directions [9]. Lastly, the gaze validity
also had two levels: (1) valid – with the eyes of the stimuli moving
in the same direction where a target appeared and (2) invalid – with
the eyes of the stimuli moving in the opposite direction where a
target appeared. We explore gaze validity to investigate distraction
and focus introduced by gaze cues often employed to direct visual
attention based on the direction of people’s gaze, e.g., to allocate
users’ visual attention to content important to interact with [25]. To
explore all levels of independent variables, we created eight experi-
mental conditions (2 stimuli x 2 target directions x 2 gaze validities)
(Figure 1). The sequence of eight conditions was counterbalanced
using a Balanced Latin square.

At the beginning of each condition, a fixation cross appeared in
the middle of the screen, which was replaced by an avatar (300x455
pixels) after 670 ms. The starting avatar’s gaze was directed toward
the participant. Afterward, the stimulus’s gaze changed after 900
ms to either left or right. After 300 ms, a target shaped as a circle
(610 pix) appeared at a distance 100 pixels away from the edge of
the screen, either to the left or right, depending on the experimental
condition. Each trial could therefore be a valid gaze cue, in which the
object appears in the gaze direction of the stimulus, or an invalid,
in which the object appears in the opposite gaze direction. The
consequent condition started in 2000 ms with a fixation cross to
regain participants’ gaze to the middle of the screen. Participants
sat in a chair 60-65 cm away from the screen.

3.3 Apparatus
We employed screen-based eye tracker Tobii Pro Nano 1 to assess
participants’ attention. We chose a screen-based eye tracker to
create natural interaction for the participants and remove possible
distractions caused by wearable eye-tracking glasses. The study

1https://www.tobii.com/products/eye-trackers/screen-based/tobii-pro-nano

https://www.tobii.com/products/eye-trackers/screen-based/tobii-pro-nano
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Figure 2: Study setup: (a) a participant is looking at the fix-
ation cross in the middle of the screen before the target ap-
pears, and (b) a participant is looking at the target circle on
the left side of the screen with a human avatar in the middle
of the screen.

was conducted using a Dell XPS 15 laptop with a screen size of
15.6 inches and the screen-based eye tracker placed at the bottom
of the screen (Figure 2). The study design followed three earlier
developed approaches [1, 4, 25], which have been used to measure
the gaze cueing effect of participants. The virtual avatar was created
using the Unity Asset UMA 2 Multipurpose Avatar2, which was
customized to look similar to the human one. Before the experiment,
we defined Areas of Interest (AOI) to create areas for collecting data
on participants’ gaze. We analyzed the data gathered from the eye
tracking session using the Analyze tab of Tobii Pro Lab.

3.4 Measurements
To compare participants’ attention based on different stimuli, target
direction, and gaze validity, we measured the following dependent
variables using the AOI tool in Tobii Pro Lab. By creating an AOI,
the users ensure all gaze data within the AOI is registered and
available for analysis. Metrics such as fixations, saccades, and visits
are registered within the AOI. In this study, fixations are the main
metrics, and to measure these, Tobii Pro Lab has metrics such as
total duration, average duration, time to first fixation, and frequency
of fixations. The following measures were gathered in this study:

• Duration of fixations on a target (in ms): we measured
how long participants fixated on a target in total and on
average.

• Duration of fixations on a stimulus (in ms): we measured
how long participants fixated on a stimulus in total and on
average.

• Frequency of fixations: we measured how often partici-
pants fixated on a target and a stimulus on average.

• Time to the first fixation on a target (in ms): we measured
the time between the target’s appearance and participants’
gaze landing on it.

2https://assetstore.unity.com/packages/3d/characters/uma-2-unity-multipurpose-
avatar-35611

3.5 Procedure
After obtaining informed consent, we explained the experiment’s
goal and allowed the participant to test the setup for familiarization
purposes and calibrate the eye tracker. Their task was to look at the
middle of the screen, the beginning, and a circular target upon its
appearance. At the end of the study, the participants reflected on
their experience of the stimuli and the gaze cues. The entire study
lasted approximately 15 minutes per participant.

4 RESULTS
We discovered that participants’ total and average fixation on a
target lasted longer with a human image than an avatar stimulus
when a target appeared on the right side and when a stimulus’ gaze
was looking toward the target. Moreover, participants’ average
fixation was longer on a human than an avatar stimulus with an eye
gaze in the opposite direction from a target than toward it. Lastly,
participants glanced more often at a stimulus when a stimulus’
was looking toward the target, and it took longer for participants
to glance at a target for the first time if a stimulus’ gaze was not
looking toward the target.

4.1 Duration of fixations on a target
4.1.1 Total duration. We discovered that participants’ total fixation
on a target lasted longer in the presence of a human stimulus (𝑀𝑑 =

1630𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 305) than a virtual avatar (𝑀𝑑 = 1529𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

992). As for the direction, participants’ total fixation on a target
lasted longer when it appeared on the right (𝑀𝑑 = 1647𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

262) than on the left (𝑀𝑑 = 1475𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 999). Lastly, partici-
pants’ total fixation on a target lasted longer when the stimulus’ eye
gaze was looking in a target’s direction (𝑀𝑑 = 1658𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

308) than in the opposite (𝑀𝑑 = 1496 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 983). These
findings were supported by the statistically significant main ef-
fects for the stimulus type (𝐹 (1, 29) = 165, 𝑝 < 0.001, 𝜂2 = 0.85),
target direction (𝐹 (1, 29) = 99, 𝑝 < 0.001, 𝜂2 = 0.77), and gaze va-
lidity (𝐹 (1, 29) = 96, 𝑝 < 0.001, 𝜂2 = 0.77). The post-hoc analysis
has shown statistically significant differences between all pairs
(𝑝 < 0.001) for all independent variables.

Our statistical analysis revealed three statistically significant in-
teraction effects for stimulus*target direction (𝐹 (1, 29) = 82.7, 𝑝 <

0.001, 𝜂2 = 0.74), stimulus*gaze validity (𝐹 (1, 29) = 46.7, 𝑝 <

0.001, 𝜂2 = 0.61), and target direction*gaze validity (𝐹 (1, 29) =

88.7, 𝑝 < 0.001, 𝜂2 = 0.75). As for the first interaction effect, the
post-hoc analysis showed that participants’ total fixation on a tar-
get lasted longer when it appeared on the right than on the left
with a virtual avatar (𝑝 < 0.001) and a human stimulus (𝑝 < 0.001).
The total fixation on a target was also longer in the presence of
a human stimulus than a virtual avatar when a target appeared
on the left (𝑝 < 0.001) and on the right (𝑝 < 0.001). As for the
second interaction effect, participants’ total fixation on a target
lasted longer with a valid than invalid gaze for a virtual avatar
(𝑝 < 0.001) and a human stimulus (𝑝 < 0.001). The total fixation on
a target was also longer with a human stimulus than in a virtual
avatar when a gaze was valid (𝑝 < 0.001) and invalid (𝑝 < 0.001).
As for the third interaction effect, participants’ total fixation on a
target lasted longer with a valid gaze than with invalid (𝑝 < 0.001)
when it appeared on the left, but when it appeared on the right, it

https://assetstore.unity.com/packages/3d/characters/uma-2-unity-multipurpose-avatar-35611
https://assetstore.unity.com/packages/3d/characters/uma-2-unity-multipurpose-avatar-35611
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Figure 3: Overview of the results: total and average fixations on a target and stimulus for the combination of independent
variables: stimulus (avatar/human), target direction (left/right), and gaze validity (valid/invalid).

lasted longer for the invalid than valid gaze (𝑝 < 0.001). The total
fixation on a target was also longer with invalid gaze when a target
appeared on the right than left (𝑝 < 0.001) and with valid gaze
when it appeared on the left than right (𝑝 < 0.001). The remaining
pairwise comparisons were not statistically significant (𝑝 > 0.05).

4.1.2 Average duration. Participants’ average fixation on a tar-
get lasted longer in the presence of a human stimulus (𝑀𝑑 =

1486𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 893) than a virtual avatar (𝑀𝑑 = 893𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

1059). As for the direction, participants’ average fixation on a target
lasted longer when it appeared on the right (𝑀𝑑 = 1516𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

904) than on the left (𝑀𝑑 = 858𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 1077). Lastly, partici-
pants’ average fixation on a target lasted longer when the stimulus’
eye gaze was looking in a target’s direction (𝑀𝑑 = 1516𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

917) than in the opposite (𝑀𝑑 = 841𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 1015). These find-
ings were supported by the statistically significant main effects
for the stimulus type (𝐹 (1, 29) = 28, 𝑝 < 0.001, 𝜂2 = 0.49), target
direction (𝐹 (1, 29) = 20, 𝑝 < 0.001, 𝜂2 = 0.41), and gaze valid-
ity (𝐹 (1, 29) = 36, 𝑝 < 0.001, 𝜂2 = 0.56). The post-hoc analysis
has shown statistically significant differences between all pairs
(𝑝 < 0.001) for all independent variables.

Our statistical analysis revealed three statistically significant in-
teraction effects for stimulus*target direction (𝐹 (1, 29) = 16.9, 𝑝 <

0.001, 𝜂2 = 0.37), stimulus*gaze validity (𝐹 (1, 29) = 7.9, 𝑝 < 0.001, 𝜂2
= 0.21), target direction*gaze validity (𝐹 (1, 29) = 19, 𝑝 < 0.001, 𝜂2 =
0.4). As for the first interaction effect, the post-hoc analysis showed
that participants’ average fixation on a target lasted longer when it
appeared on the right than on the left in the presence of a virtual
avatar (𝑝 < 0.05) and a human stimulus (𝑝 < 0.05). The average
fixation on a target was also longer in the presence of a human
stimulus than a virtual avatar when a target appeared on the left
(𝑝 < 0.05) and on the right (𝑝 < 0.05). As for the second interaction
effect, participants’ average fixation on a target was comparable for
all pairs (𝑝 > 0.05). As for the third interaction effect, participants’
average fixation on a target lasted longer with a valid gaze than
with invalid (𝑝 < 0.05) when it appeared on the left, but when it

appeared on the right it lasted longer for the invalid than valid
gaze (𝑝 < 0.05). The average fixation on a target was also longer
with invalid gaze when a target appeared on the right than left
(𝑝 < 0.05) and with valid gaze when it appeared on the left than
right (𝑝 < 0.05). The remaining pairwise comparisons were not
statistically significant (𝑝 > 0.05). Figure 3 provides a detailed
overview of the results.

4.2 Duration of fixations on a stimulus
4.2.1 Total duration. We discovered that participants’ total fixa-
tion on a stimulus was comparable for a human stimulus (𝑀𝑑 =

221𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 172) and a virtual avatar (𝑀𝑑 = 148𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

236). As for the direction, participants’ total fixation on a stimu-
lus was comparable when a target appeared on the right (𝑀𝑑 =

231 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 168) and on the left (𝑀𝑑 = 232 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

159). Lastly, participants’ total fixation on a stimulus was com-
parable when the stimulus’ eye gaze was looking in a target’s
direction (𝑀𝑑 = 226 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 176) and in the opposite di-
rection (𝑀𝑑 = 236 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 149). These findings were sup-
ported by the statistically non-significant main effects for the stim-
ulus type (𝐹 (1, 29) = 1.6, 𝑝 > 0.05, 𝜂2 = 0.05), target direction
(𝐹 (1, 29) = 0.27, 𝑝 > 0.05, 𝜂2 = 0.001), and gaze validity (𝐹 (1, 29) =
0.11, 𝑝 > 0.05, 𝜂2 = 0.003). None of the interaction effects were
statistically significant (𝑝 > 0.05).

4.2.2 Average duration. We discovered that participants’ average
fixation on a stimulus was comparable to a human stimulus (𝑀𝑑 =

198𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 129) and a virtual avatar (𝑀𝑑 = 218𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

125). As for the direction, participants’ average fixation on a stim-
ulus was comparable when a target appeared on the right (𝑀𝑑 =

209 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 127) and the left (𝑀𝑑 = 217 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 130).
Lastly, participants’ average fixation on a stimulus was compa-
rable when the stimulus’ eye gaze was looking in a target’s di-
rection (𝑀𝑑 = 197 𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 130) and in the opposite direc-
tion (𝑀𝑑 = 228𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 119). These findings were supported
by the statistically non-significant main effects for the stimulus
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Figure 4: Overview of the results: frequency of fixations on a target and stimulus, and time to the first fixation on a target for the
combination of independent variables: stimulus (avatar/human), target direction (left/right), and gaze validity (valid/invalid).

type (𝐹 (1, 29) = 0.01, 𝑝 > 0.05, 𝜂2 = 0.0003), target direction
(𝐹 (1, 29) = 0.7, 𝑝 > 0.05, 𝜂2 = 0.024), and gaze validity (𝐹 (1, 29) =
0.7, 𝑝 > 0.05, 𝜂2 = 0.024). Additionally, there was one statistically
significant interaction effect for stimulus*gaze validity (𝐹 (1, 29) =
8.6, 𝑝 < 0.001, 𝜂2 = 0.23). The post-hoc analysis has shown that
participants’ average fixation was longer on a human stimulus with
an eye gaze in the opposite direction from a target than to the
right direction (𝑝 < 0.05). The remaining interaction effects were
not statistically significant (𝑝 > 0.05). Figure 3 provides a detailed
overview of the results.

4.3 Frequency of fixations
4.3.1 On a target. We discovered that participants glanced at a
target a comparable number of times in the presence of a human
stimulus (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) and a virtual avatar (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1).
The same applies to the direction left (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) and right
(𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) of the target’s appearance, and the correct
(𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) and incorrect gaze direction (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1).
These findings were supported by the statistically non-significant
main effects for the stimulus type (𝐹 (1, 29) = 1.1, 𝑝 > 0.05, 𝜂2 =

0.03), target direction (𝐹 (1, 29) = 1.2, 𝑝 > 0.05, 𝜂2 = 0.04), and
gaze validity (𝐹 (1, 29) = 1.26, 𝑝 > 0.05, 𝜂2 = 0.04). None of the
interaction effects were statistically significant (𝑝 > 0.05).

4.3.2 On a stimulus. We discovered that participants glanced at a
stimulus a comparable number of times in the presence of a human
stimulus (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) and a virtual avatar (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1).
The same applies to the direction left (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) and right
(𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1) of the target’s appearance, and the valid (𝑀𝑑 =

1, 𝐼𝑄𝑅 = 1) and invalid gaze direction (𝑀𝑑 = 1, 𝐼𝑄𝑅 = 1). However,
the main effect for the gaze validity was statistically significant
(𝐹 (1, 29) = 0.04, 𝑝 < 0.05, 𝜂2 = 0.14), indicating that participants
glanced more often at a stimulus looking in the direction of target’s
appearance (𝑝 < 0.05). The remaining main and interaction effects
were not statistically significant (𝑝 > 0.05). Figure 4 provides a
detailed overview of the results.

4.4 Time to the first fixation on a target
We discovered that it takes a comparable time to glance at a target
after its appearance in the presence of a human stimulus (𝑀𝑑 =

315𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 172) and a virtual avatar (𝑀𝑑 = 300𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

157). The same applies to the direction left (𝑀𝑑 = 317𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 =

174) and right (𝑀𝑑 = 301𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 145) of the target’s appear-
ance, and the valid (𝑀𝑑 = 273𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 159) and invalid gaze
direction (𝑀𝑑 = 324𝑚𝑠𝑒𝑐, 𝐼𝑄𝑅 = 143). However, the main effect for
the gaze validity was statistically significant (𝐹 (1, 29) = 16.7, 𝑝 <

0.001, 𝜂2 = 0.37), indicating that it takes longer for participants
to glance at a target for the first time if a stimulus’ gaze is not
looking toward target’s appearance (𝑝 < 0.05). The remaining main
and interaction effects were not statistically significant (𝑝 > 0.05).
Figure 4 provides a detailed overview of the results.

4.5 Qualitative feedback
When it came to the gaze cues provided by the avatar, eleven (out
of 30) participants mentioned that the gaze cue was similar to
the human gaze cue, as it was a similar experience following the
gaze direction. As P4 noted: “The animated figure seemed more
tired, but it was equally simple to follow the gaze direction of them
both.”. Additionally, participants commented that even though the
avatar seemed a little more tired, following the gaze direction of
both stimuli was as simple. For example, P28 mentioned that “it
felt natural when the avatar glanced at the object and therefore felt
natural to follow the gaze direction.” However, other participants
commented that “I thought they were somewhat neutral in relative to
one another. They did not stand out against each other. Same kind of
facial expressions.” [P7] and “I thought the avatar had a very unclear
facial expression” [P3]. Two participants were curious about why
they were tricked when the gaze was in the wrong direction. For
example, some participants noted “The avatar looked diagonally
to the side, which made me want to look there instead. I was more
interested in seeing what it was looking at” [P8] and “It was harder to
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be "prepared," you always wanted to glance in the direction the person
was looking in” [P20].

Three participants (P2, P7 & P17) underlined that after some
time, they stopped focusing as much on their eyes and used their
peripheral vision to identify where the object would appear quickly.
P7 further explained that at first, they trusted the human stimulus
more and were more fooled by it, but after a while, even the trust
aspect disappeared, and they learned not to always focus on the
eyes. Trust was a factor that many participants stressed in different
ways. For example, P19 and P29 thought both stimuli aimed to
trick them “It felt like they were trying to trick me, I was tricked
the first time, but after that, I did not look where they looked on
purpose. I did not trust them.” [P29] and P23 chose to differentiate
the stimuli “I trusted the human face more when the animated face
came I first thought it would look in the right direction. I had more
trust in the human face and was tricked more by it.”. This opinion of
being tricked by the human stimulus was also shared by P14, who
explained it in the following way: “You look at the eyes more on the
human as you recognize it to be more human eyes. With the avatar,
it was easier to look away and at the object.”.

5 DISCUSSION AND FUTUREWORK
By exploring visual attention guidance using humans and avatars
under valid and invalid gaze directions on 2D screens, we have
shown conceptual differences and derived a set of design guidelines
and practical implications discussed in the following.

5.1 Human to focus and avatar to distract
With this experiment, we have shown fundamental differences in
guiding visual attention using avatars and humans. We discovered
that human gaze cues facilitate focus on a target, while avatars
are better at distracting users’ attention. This outcome is based on
the result that participants’ total and average fixation on a target
lasted longer with human images than with an avatar stimulus.
This applies to the situations when a target appears on the right
side relative to the avatar and when a stimulus’ gaze is looking
in the target’s direction, which is in line with previous work on
gender differences in gaze cueing [1, 4]. These implications can go
beyond the interaction on laptops but also on smartphones. For
example, during the interview, participants mentioned Snapchat
as a social media platform where they interact with avatars since
every person has a small avatar representing themselves. When
interacting with other people on Snapchat or browsing the map,
one can see other people’s avatars. Therefore, participants may
deem this an interaction with avatars. Still, it might be a completely
different type of interaction compared to watching avatars in an-
imated series/movies or video games. It can provide more or less
experience of interacting with avatars.

As for the fixations on a stimulus, our findings indicate that
participants fixated on them for a comparable amount of time. This
highlights that the focus on a target was stronger and marginally
affected by the appearance of stimuli, e.g., participants tended to
focus better on human images than virtual avatars. Similarly, fix-
ations on a target were comparable between human images and
virtual avatars, indicating one glance on average. This implies that
participants’ gaze did not tend to jump between a stimulus and a

target. However, we observed that participants glanced more often
at a stimulus when their gaze was toward a target. Most likely, after
quickly and successfully spotting a target, participants were look-
ing for a confirmation of their selection by looking at a stimulus
again. Lastly, participants did not feel that the gaze cues provided
by the stimuli differed greatly, which is in line with previously
mentioned studies [2, 14, 18] on decreased task completion time
with avatar gaze cues. Our evaluation aimed to add to the research
by taking a well-known gaze cue method and exploring its effect
on humans and avatars. Results thus show differences and avatars’
gaze cues can allocate visual attention differently to human gaze
cues, depending on the situation. Even though previous research,
such as [2, 14, 18, 26, 30], have proven that gaze cues from avatars
work, this study compares the gaze cues from the two stimuli. It
shows that there is no statistically significant difference in task
completion. This can lead to designers having avatars as a choice
of providing gaze cues, given that it is viable in the specific setting.
Therefore, we derived a set of design guidelines, which we list in
the following subsection.

As for the target direction, our results indicated that participants
fixated longer on targets when they appeared on the right side
regardless of stimulus type. This could be explained by the cultural
background of our sample, which fully consisted of participantswho
read and write from left to right. Thus, moving their eyes from left
to right could have been a natural and habitual movement, which
introduced a directional bias in their spatial cognition [11]. This
finding and explanation also align with other results demonstrating
that participants fixate more on a target on the left in the presence
of a valid gaze, i.e., a stimulus looking toward a target. Still, it has the
opposite effect when a target appears on the right. This implies that
participants’ reading and writing direction possibly overwrites the
gaze cues presented by avatars, also known as script directionality
effects that arise from left to right reading and writing habits [33].

5.2 Design guidelines
Based on the results of our study and the discussion above, we de-
rived the following design guidelines (GL) guiding visual attention
on 2D screens using gaze cues with avatars and humans:

• GL1: Human images are better suited to facilitate focus on a
target and avatars to guide focus away.

• GL2: Gaze cues of a stimulus looking toward a target lead
to better focus on it.

• GL3: Using human images increases the speed of the first
fixation.

• GL4: Frequency of glances at a target is not affected by
the avatar and human images and direction of a target’s
appearance.

• GL5: Target appearance on the right side leads to longer
total and average duration of fixations on it independently
of stimulus type.

• GL6: Target appearance on the left combined with stimulus’
eyes looking in the target’s direction leads to longer total
and average duration of fixations on it.

• GL7: Target appearance on the right combinedwith stimulus’
eyes looking in the target’s direction leads to shorter total
and average duration of fixations on it.
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5.3 Practical implications
Gaze cues with avatars can find use in settings where avatars are
used to communicate, such as video games or immersive learning,
and not only in 2D interfaces, such as websites and smartphone
apps. Being able to use gaze cues in these settings can help in
making interactions feel more human-like, but at the same time
decrease task-completion times [2, 14, 15, 18] and error rates [2].
With participants sharing that following the gaze direction of the
avatar felt natural, this is a good sign that avatars can appear more
realistic and engaging with gaze cues. Therefore, this can lead to
increased immersiveness when presented in a 3D space, e.g., in
virtual reality, increased user learning, and overall enjoyment [27].

Gaze cues are often used in advertisement settings, where the
goal is to allocate visual attention to the desired parts of the adver-
tisements, which often is the product or brand [28, 32]. Based on
our findings, game designers could, for example, use their avatars
in their advertisements and provide gaze cues, increasing exposure
to their brand and product. At the same time, using their already
branded avatars instead of unknown humans also may increase
their branding, as the avatars may pique the interest of the peo-
ple looking at the advertisements. Similarly, animated movies or
series may also use their already-created avatars instead of taking
images of unknown humans for marketing purposes. It is also im-
portant to distinguish the settings where gaze cues with avatars
might produce different results for humans. Suppose avatars are
used in settings where they feel misplaced. In that case, they may
allocate attention to the avatar instead of in the gaze direction and,
therefore, not produce the intended results, which they might do if
the setting is relevant. In the after-study interviews, some partici-
pants mentioned that they stopped looking at the stimulus’s eyes
after several trials. Doing the same test twice but with different
time pauses would affect the viability of the gaze cues and lead to
more participants strictly using their peripheral vision to locate the
object instead of using the gaze direction.

Previous work [1, 4] also included a test task meant to serve
as a test run and, combined with the instructions, prepare the
participants for the test. Due to this test only running eight trials
compared to the other studies that had significantly more, in this
study, we did not choose to have test tasks to minimize the learning
effect on the participants. Instead, the instructions were tested
on the pilot study and refined to explain better the test and how
the trials would work. As for the first trial of every participant,
there was no clear difference in the time to first fixation, and the
trials that were randomly ordered as the first trial were evenly
distributed across the different eight trials, meaning that roughly
the same amount of invalid trials and valid trials were the first trial
the participants saw. For future studies, a test task might still be
viable to prepare the participants better to avoid large differences
in time to the first fixation.

5.4 Future work
Further research on whether participants’ previous experience with
avatars may affect their interaction with them would be an inter-
esting continuation of this line of research. In this study, there
was no formal questionnaire or form to measure their previous
experience and no way of determining how each media influences

the experience gained. Finding a way of ranking experiences and
having a tested method to measure experiences would be a valuable
contribution. In this study, we used only a male avatar and male
human image to provide the gaze cues, leaving the gender aspect
out of the scope. However, there might be a correlation between
a participant’s gender and gaze behaviors [4]. Future work could
expand the gender aspect to focus on the stimuli that present the
gaze cues to see if there is a difference in how people allocate visual
attention based on the gender of the stimuli and if the stimulus
type can affect this difference. Moreover, this evaluation focused
on the interaction on a single screen and focus on a target with-
out an implicit interaction. Future work can further explore setups
with multiple screens and use participants’ gazes as input for en-
tertainment, visual attention guidance, or eye-tracking calibration
methods [34].

6 LIMITATIONS
The experiment presented in this work focused on systematically
evaluating three aspects of visual attention guidance on a laptop
screen due to the availability of powerful mobile eye-tracking sys-
tems. However, we should have investigated other types of devices
with 2D user interfaces, e.g., smartphones and tablets, that should
be considered in future work. Another limitation of this work is
that avatars and targets were presented to participants in isolation
from a context, e.g., a website. The presence of other user interface
elements would compete for users’ attention even more and lead
to lower duration and frequency of fixations on a target. However,
we aimed to provide an initial empirical evaluation of the effects
of avatars and humans on visual attention guidance to create a
baseline, and future work should consider more complicated and
realistic scenarios for attention guidance. Within the scope of this
study, we investigated one representation of an avatar and one
representation of a human. Other representations might lead to dif-
ferent results and should be more systematically explored in future
work, especially since some avatars might create better emotional
connections with users than others, e.g., based on familiarity or
cultural background. Moreover, only eye gaze played a role of guid-
ance in this experiment, and adding mimics, e.g., lip or eyebrow
movements, is a better way to guide users’ attention due to a higher
level of avatars’ expressiveness.

7 CONCLUSION
In this work, we investigated how to direct users’ visual attention
on 2D screens using gaze stimuli from avatars and humans. We
found that participants’ overall and average fixations on a target
lasted longer when a human than an avatar stimulus was present,
the target appeared on the right side, and the stimulus’ gaze was
directed toward the target. In addition, participants’ average fix-
ation on a human than an avatar stimulus was longer when the
gaze was directed in the opposite direction of the target than in the
direction of the target. Finally, participants glanced more frequently
at a stimulus when the stimulus’s gaze was directed in the direction
of the target’s appearance, and it took longer for participants to
first glance at a target when the stimulus’s gaze was not directed
in the direction of the target’s appearance.
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