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AbstractÐ The annotation of 3D point cloud datasets is an
expensive and tedious task. To optimize the annotation process,
recent works have proposed the use of environments with higher
levels of immersion in combination with different types of
visual aids. However, two problems remain unresolved. First,
the proposed environments limit the user to a unique level
of immersion and a fixed hardware setup. Second, their design
overlooks the interaction effects between the level of immersion
and the visual aids on the quality of the annotation process. To
address these issues, we propose PointCloudLab, an environment
for 3D point cloud annotation that allows the use of different
levels of immersion that work in combination with visual aids.
Using PointCloudLab, we conducted a controlled experiment
(N=20) to investigate the effects of levels of immersion and visual
aids on the annotation process. Our findings reveal that higher
levels of immersion combined with object-based visual aids
lead to a faster and more accurate annotation. Furthermore,
we found significant interaction effects between the levels of
immersion and the visual aids on the accuracy of the annotation.

I. INTRODUCTION

The annotation of datasets used for the training of ma-

chine learning (ML) models requires a considerable effort

and induces huge financial costs. The annotation process

becomes particularly complex and time-consuming when

the dataset consists of 3D point cloud scans representing

complex scenes, like urban areas. A concrete example of

this is the annotation of the SemanticKitti dataset1, which

represents one of the largely used point cloud datasets for

urban scene understanding. The dataset required a total

of 1700 hours of annotation [1]. Therefore, the need for

approaches that make the annotation process more efficient

and convenient is clear.

To overcome the aforementioned challenges, two strate-

gies have been adopted. The first strategy is based on the

design of new learning paradigms that limit the need for

annotated data. Techniques like unsupervised learning [2],

self-supervised learning [3], and few shots learning [4] have

been successfully used to train neural networks on scene

understanding tasks of 3D point clouds. However, such ap-

proaches are difficult to design and require expert knowledge.

Furthermore, their performance is questionable compared to

the traditional approaches [5]. The second strategy focuses on

designing software applications that facilitate the annotation

process for human annotators. To this end, several previous
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works proposed software tools that supported the annotation

process with visual aids [6], [7]. To enhance the process

even further, some works have leveraged the recent advances

in virtual reality to incorporate visual aids in immersive

annotation environments [8]. Although the immersive aspect

of these tools can facilitate an intuitive perception and

interaction with 3D point clouds, two important limitations

remain unresolved. First, such environments limit the user

to one particular level of immersion, which may lead to

unwanted effects during long annotation sessions, such as

fatigue [9]. Second, it is unclear how to adapt the visual

aids to the level of immersion to avoid perception-related

issues, and ensure the quality of the annotation process.

Consequently, it is crucial to investigate the influence of

visual aids and the levels of immersion, and their effect on

the annotation process to determine design guidelines for

future annotation environments built for different levels of

immersion.

In this work, we investigate the effects of levels of immer-

sion and visual aids on different aspects of the annotation

process of 3D point clouds in terms of accuracy, speed, and

workload. For this, we developed PointCloudLab, a software

platform that facilitates an annotation process under 3 levels

of immersion, namely (IM-1) non-immersive, (IM-2) semi-

immersive, and (IM-3) fully-immersive, and in combination

with 3 different visual aids, which are (VA-1) distance-based

point coloring, (VA-2) region-based point-coloring, and (VA-

3) object-based point highlighting. PointCloudLab allows

for a hardware-agnostic annotation process that provides an

evaluation environment for annotation. Using this developed

platform, we conducted a controlled experiment (N=20), in

which we investigated how we can improve the accuracy,

speed, and mental load during an annotation process given

a particular level of immersion and visual aid. The results

of the user study revealed a strong interaction between the

factors of interest. Furthermore, our observations state that

while higher levels of immersion lead to shorter annotation

times and higher user involvement, visual aids have an

impact on the accuracy of the annotation

II. RELATED WORK

A number of works have proposed non-immersive tools

for the annotation of 3D point cloud datasets. The work

in [10] created a web-based tool that allows labeling of point

clouds while viewing corresponding images recorded with a

surround camera. As an additional measure to reduce the

annotation efforts, they used label interpolation to propagate

labels between frames in a sequence, which helped speed
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up the annotation of sequences significantly. Mathwork’s

Ground Truth Labeler [6] is a tool included in MATLAB for

labeling of various sensor inputs, including point clouds. The

tool allows for the automation of labeling with user-provided

algorithms. Works like [11], [12] leveraged devices with

higher degrees of freedom to achieve an easier manipulation

of the 3D data.

While not as numerous, some works propose to visualize

data via Virtual and Augmented Reality. In [13] the authors

present a tool that allows for immersive segmentation la-

beling of scenes using a shooting metaphor. They found

that users were considerably faster using their tool than

the creators of the semantic KITTI dataset [1] reported

their users being. The work in [13] proposes to improve

the quality of annotation with the usage of an uncertainty

factor calculated by combining labels from multiple users

to counter this. In [7] the authors developed an immersive

annotation tool, in which users can grab the scene and

move it around themselves, instead of moving towards the

objects. In [14] the authors proposed Immersive labeler, a

fully immersive annotation tool, where the users can interact

with the 3D point cloud scans using various techniques,

such as ºas a giantº locomotion. Similar to our work, they

evaluated their setup with different levels of immersion.

However, they only reported results for the annotation time.

In this work, we additionally focus on more relevant metrics,

such as the accuracy of the annotation and the mental load.

Furthermore, the results of our Likert questionnaires reveal

additional decisive factors for the annotation process, such

as the natural scaling of objects. In [8] the authors created a

tool that allows viewing point cloud sequences like a video

player. The user can label points by using a controller to

select points via a paintbrush metaphor. In order to ease the

labeling of sequential data, they implemented two algorithms

that allow for the propagation of labels into later frames of

the sequence. The work in [15] created a workflow in which

the user wears a Virtual Reality headset and a depth camera.

The user sees a virtual representation of objects in front of

them and selects areas by touching objects with their hands.

While the aforementioned works reported incorporating

different techniques to improve the user experience, like

changing the levels of detail in the virtual environment [7],

there is no empirical evidence for a desirable impact of

immersion on perception and on the annotation process.

Furthermore, it is not clear whether the same visual aids

III. POINTCLOUDLAB

In this paper we introduce PointCloudLab, a platform that

allows to perform annotation of point cloud data at different

levels of immersion: non-immersive, semi-immersive, and

fully immersive. The annotation with PointCloudLab can

be performed using different hardware setups and adapted

to the desired level of immersion by choosing one out of

three display options: (1) 2D monitors, (2) projectors, and (3)

HMDs. Furthermore, our annotation platform facilitates the

activation or deactivation of body tracking hardware, such as

motion tracking and head tracking, which allows the user to

Fig. 1. PointCloudLab facilitates 3D point cloud annotation with multiple
visualization supports, multiple controllers and multiple visual aids.

change the feeling of immersion gradually [16]. This control

over the annotation environment promotes hybrid annotation

teams with different and personalized hardware setups. Ad-

ditionally, our annotation platform considers different visual

aids, namely distance-based coloring, region-based coloring,

and object-based highlighting. The role of the visual aids is to

provide additional support to the annotators while interacting

with the data. Furthermore, PointCloudLab provides a set of

metrics that can be used to evaluate the interaction with the

point cloud scene. These metrics are the annotation time,

accuracy, and mental load based on [17]. Our annotation

platform is illustrated in Figure 3.

IV. STUDY: EFFECTS OF THE LEVEL OF IMMERSION AND

VISUAL AIDS ON THE ANNOTATION OF 3D POINT CLOUDS

To evaluate the influence of the level of immersion and

visual aids on the annotation process of 3D point clouds, we

conducted a controlled experiment leveraging PointCloudLab

as an experimental environment.

A. Study Setup and Apparatus

To implement our proposed annotation system, we used

Unity and its High Definition Render pipeline (HDRP) to

allocate most rendering work onto the GPU. The HDRP

shader supports the rendering of large points clouds scenes

on a desktop-class computer with a dedicated GPU. For our

VR setup, we utilized Steam VR2 as the VR platform and the

HTC Vive3 as the VR-system. Further, we employed Vive

controllers to perform the annotation and the teleportation

in the VR environment and two lighthouses to cover the

annotation space and map the user’s motion to the virtual

environment. The point cloud scenes were chosen to present

at least one instance of the following semantic classes: 4-

wheelers (e.g., cars), 2-wheelers (e.g., cyclists), pedestrians

and trees. We chose these classes of objects since they

belonged to the most frequently appearing classes in datasets

for urban scene understanding, such as Kitti, SemanticKitti,

nuScenes, and cityscapes datasets [18], [1], [19], [20].

B. Study Design

We consider, a within-subject study with two independent

variables: (1) level of immersion and (2) visual aids.

2Steam VR: https://store.steampowered.com/app/250820/SteamVR/
3HTC Vive: https://www.vive.com/de/product/vive-pro-full-kit/
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Fig. 2. Levels of immersion: (a) Non-immersive setup uses a 2D Monitor to interact with the scene. (b) Semi-immersive setup: the scene is visualized
on a large 85º screen. (c) Fully-immersive setup: all 6 degrees of freedom are incorporated.

1) Levels of Immersion: We explore three levels of

immersion: (IM-1) non-immersive, (IM-2) semi-immersive,

and (IM-3) fully-immersive. The setups used in the three

conditions are depicted in Figure 2.

IM-1 In the non-immersive level, the 3D point cloud scenes

were visualized on a 27º 2D monitor as in [10], [21],

[22], and the participants were sitting on a fixed chair

with controllers in their hands during the annotation

process.

IM-2 Under the semi-immersive condition, the 3D point

cloud scene was visualized using a 85º monitor with

4K resolution. During the study, participants stood at

a distance of 75 cm from the monitor. For our case,

this distance provided a trade-off between an enhanced

sensation of immersion and the possibility to clearly

visualize the full 3D point cloud scene. The present

semi-immersive setup was not concretely used in previ-

ous annotation platforms. However, similar setups were

used for other purposes, such as virtual stress man-

agement training for soldiers [23]. The semi-immersive

setup represents a compromise when a higher level of

immersion is needed and an HMD is not available.

IM-3 In the fully-immersive level, we use a head-mounted

display (HMD)and provide a total of 6 degrees of

freedom to exactly map the motion of participants

in the scene. Participants used zooming capabilities

to explore the scene at different scales. The use of

HMDs represents the standard when it comes to fully

immersive setups [24], [8].

2) Visual Aids: We investigate three types of visual aids.

VA-1 With the distance-based coloring, the surrounding data

points were colored based on their distance to the center

of the scene, according to a predetermined color palette.

In VA-1, i.e, in the distance-based coloring of the points,

we aim to convey information about the position of

the annotator relative to the center of the scene, which

provides the scale of the visualized objects and the

remaining distance to reach a particular location in the

scene.

VA-2 In the region-based coloring, we split the 3D point

cloud scene into regions with a radius of four meters

each. Each region is assigned a unique color and does

not account for similarities of objects within them. The

intention behind the region-based coloring is to give the

annotator information about points that are physically

located near each other and form a reduced spatial

context for a better concentration.

VA-3 Finally, for the object-based highlighting, we em-

ployed bounding boxes around objects in the scene

to provide precise semantic indications for objects of

interest. To generate the object proposals, we use a pre-

trained instance of a PointPillars neural network [25].

The user is then asked to adjust, confirm or refuse the

proposals generated by the network.

During the study, we only provide the Vive controllers for

participants to perform the annotation, and avoid the use of a

mouse and a keyboard, especially with non-immersive setup.

The reason is to avoid the effects of the interaction devices

that might bias the annotation performance during the study.

3) Experimental Conditions and Task: To create experi-

mental conditions, we combined all three levels of immersion

with 3 visual aids (3 x 3 = 9 conditions). For each condition,

we selected nine unique scenes. The orders of the conditions

and the scenes were counterbalanced using a Balanced

Latin Square. The study was conducted with 20 participants

(16 male and 4 female) aged between 18 and 32 (M =
25.4, SD = 3.137). The Participants’ task was to annotate

one object in the environment, as quickly as possible, by

constructing a bounding box using VR controllers. Figure 3

provides an overview of the steps needed to annotate an

object in the scene.

C. Measures

To compare different levels of immersion with visual aids,

we measured the following dependent variables:

Task Completion Time (TCT) We define the task com-

pletion time as the time taken by the participants to

recognize an object of a particular semantic class and

to fully annotate it.

Intersection over Union (IoU) We use the Intersection

over Union as defined in [26] to measure the accuracy

of the annotations. Intersection over Union is calculated

as a ratio of correctly selected points within a bounding

box over the total number of selected points.
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Fig. 3. The annotation process consisted of (a) semantic label selection, (b)
placing four points to create a base of a bounding box, (c) auto-generation
of a bounding box, and (d) a manual adjustment of a bounding box.

Mental load After each condition, participants were asked

to estimate their mental load using a NASA Task Load

Index (TLX) questionnaire [17].

Annotation success, convenience, and usability aAter

each condition, participants were asked to estimate

how successful they were in the annotation process,

how convenient it was and which combination of level

of immersion and visual aids they would like to use,

using a 5-point Likert scale. For this, participants had

to rate the following statements: ªI am confident I

correctly annotated the objectsº, ªInteracting with the

system was convenientº, and ªI would like to use this

combination of immersion and visual aidsº.

V. RESULTS

The results of the experiment confirmed the effects of the

level of immersion and the visual aids on the accuracy and

efficiency of the annotation process. For the analysis of the

results, we use two-way repeated-measures (RM) ANOVAs

with the level of immersion and visual aids as the two

independent factors. We tested the sphericity assumption

using Mauchly’s test. For the cases where the sphericity

is violated, we used the Greenhouse-Geisser correction. We

report eps whenever the sphericity is violated. Additionally,

we used the Bonferroni corrected pairwise t-tests for post-

hoc analyzes. Furthermore, we used the eta-squared η2 to

estimate the effect size and classify it as small, medium or

large based on Cohen’s classification [27]. We followed Searl

et al. [28] and report the estimated marginal mean (EMM) to

calculate the mean response of the independent factors. We

analyze the non-continuous data of the Likert questionnaire

using the aligned Rank Transformation [29]. We provide an

overview of the results in Figure 4,where the mean and the

standard errors for the TCT, IoU and TLX are represented.

A. Task Completion Time (TCT)

The analysis shows a significant influence of the level

of immersion on the TCT with a large effect size

(F (1.37, 26.038) = 340.991, p < 0.001, η2 = 0.648). The

post-hoc analysis backs up this finding. In fact, the TCT

decreases significantly when the level of immersion increases

(non-immersive: EMM µ = 1310.84 ms, σx = 140.994,

semi-immersive: EMM µ = 540.583ms, σx = 100.104, fully-

immersive: EMM µ = 440.126ms, σx = 60.784). The more

the participant is immersed in the scene, the lower the

TCT value is. Similarly, the visual aids proved to have a

significant influence on the TCT with a large effect size as

well (F (1.465, 27.828) = 9.251, p = 0.002, η2 = 0.327).

Post-hoc analysis confirmed lower TCTs for visual aids

with finer context indication (distance-based: EMM µ =

920.830ms, σx = 140.104, region-based-based: EMM µ =

840.745ms, σx = 90.8, object-based: EMM µ = 520.318ms,

σx = 60.945). The interaction effects between the level of

immersion and the visual aids were not statistically signifi-

cant (F (1.465, 27.828) = 0.442, p = 0.642, η2 = 0.023).

B. Intersection over Union (IoU)

The analysis shows a significant influence of the level

of immersion on the IoU with a large effect size

(F (1.607, 30.531) = 13.280, p < 0.001, η2 = 0.411).
The post-hoc analysis backs up the latter observation. In

general, the IoU increases when the level of immersion

increases (non-immersive: EMM µ = 0.851, σx = 0.023,

semi-immersive: EMM µ = 0.9, σx = 0.011, fully-immersive:

EMM µ = 0.94, σx = 0.010). The visual aids proved to have

a significant influence on the IoU with a large effect size

as well (F (1.646, 31.279) = 11.57, p < 0.001, η2 = 0.378).

Post-hoc analysis confirmed higher IoUs for visual aids with

finer context indication (distance-based: EMM µ = 0.878, σx

= 0.014, region-based-based: EMM µ = 0.873, σx = 0.02,

object-based: EMM µ = 0.941, σx = 0.009). The interaction

effects between the level of immersion and the visual aids

are significant, with a large effect size (F (2.896, 55.03) =
18.235, p < 0.001, η2 = 0.490).

C. Mental load

The level of immersion had a significant influence on the

TLX scores with large effect size (F (2, 38) = 1038.539, p <

0.001, η2 = 0.982). This is confirmed by the post-hoc tests,

where the non-immersive variant had significantly higher

values (EMM µ = 56.833, σx = 0.417) compared to the

semi-immersive (EMM µ = 35.483, σx = 0.823) and fully-

immersive variants (EMM µ = 30.167, σx = 0.598). The

analysis also showed a significant influence of the type

of visual aids on the TLX values with large effect size

(F (1.541, 29.284) = 41.838, p < 0.001, η2 = 0.688). This

is confirmed by post-hoc tests, where TLX scores for the

distance-based visual aids (EMM µ = 42.133, σx = 0.677)

are higher than in the region-based-based (EMM µ = 41.167,

σx = 0.546) and object-based (EMM µ = 39.183, σx = 0.421)

visual aids. The interaction effects between the two factors

were not statistically significant (F (2.683, 50.986) = 0.754,

p < 0.001, η2 = 0.512).

D. Annotation success, convenience, and willingness to use

1) Annotation success: After each condition, we asked the

participants how confident they are about the correctness and
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Fig. 4. Overview of results: means and standard errors for task completion time (a), Intersection over Union (b), and Task Load Index (TLX) (c).

fullness of their annotation. The analysis showed a significant

effect of the level of immersion on the confidence of the par-

ticipants (F(2, 171)= 5.375, p<0.001). This was confirmed

by the post-hoc tests, showing more confidence in the semi-

immersive (p<0.001) and fully immersive (p<0.001) set-ups

compared to the non-immersive one. The visual aids we

provided did not however show a significant influence on

the confidence of the annotators (F(2, 171)=0.646, p=0.525)

and the interaction effects between the level of immersion

and the visual aids showed no significance (F(4, 171)=0.318,

p=0.866).

2) Convenience: We asked the participants about how

convenient they found the combination between the immer-

sion level and the visual aids. The level of immersion showed

a significant effect on the convenience aspect of the presented

variants (F(2, 171)=82.504, p<0.001). Post-hoc tests showed

a leaning towards semi-immersive and fully-immersive vari-

ants (both p<0.001) compared to the non-immersive variant.

We also found a significant influence of the visual aids on

the convenience (F(2,171)=3,513, p=0,032). Post-hoc tests

revealed a higher approval for the object-based type of visual

aid (p<0,001) compared to the distance-based and region-

based-based variants. No interaction effects were found (F(4,

171)=1.277, p>0.05).

3) Willingness to Use: We further asked the participants

how strong they agree to have this combination of level of

immersion and visual aids. The analysis revealed a strong

significance of the level of immersion on the participants’

rantings (F(2, 171)=58.188, p<0.001). Post-hoc tests showed

a significant leaning towards more immersion (p<0.001

for semi/fully immersive variants compared to the non-

immersive variant). The visual aids showed a strong sig-

nificant effect on the willingness to use (F(2, 171)=14.580,

p<0.001). Post-hoc tests showed that the object-based variant

had the highest approval rating compared to distance-based

aids and region-based coloring(p < 0.01). No significant

interaction effects were detected (F(4, 171)=0.294, p>0.05).

VI. DISCUSSION

In general, the level of immersion and visual aids show an

impact on the annotation process. More specifically, higher

levels of immersion and object-based visual aids lead to

a faster annotation process and a lower mental load. In

addition, we observe a significant interaction effect between

both factors on the annotation accuracy.

A. Assisted Immersion for Annotation

Our analysis reveals a strong influence of the level of

immersion on all the measured metrics. For the TCT, higher

levels of immersion lead to lower values, implying a faster

annotation process. Similarly, the TLX values decrease when

the level of immersion increases, indicating a lower mental

load. Consequently, a more immersive annotation experience

leads to a fast and effortless annotation process. The results

of the Likert questionnaire and the qualitative assessment

confirm this observation. Participants reported significantly

more comfort and convenience while interacting with the

semi-immersive and fully-immersive environments. The ob-

served speed and ease of annotation that come along with a

higher level of immersion can be attributed to the intuitive-

ness that accompanies the perception and manipulation of

3D data in a fully immersive environment. Compared to the

usual 2D monitors, projectors and HMDs facilitate a better

perception of depth and scale, which assist the annotator in

quickly understanding the scene and spotting the objects of

interest.

As for the Intersection Over Union (IoU), the strong

effects of the level of immersion were accompanied by

significant interaction effects with the visual aids.Increasing

the immersion level for a given visual aid does not necessar-

ily lead to higher IoU values. Therefore, both independent

variables need to be adjusted simultaneously to ensure the

accuracy of the annotation, as it is vital for the future use of

the dataset.

B. Influence of the Visual Aids

The type of visual aids significantly affected all the

measures, except for the confidence about the correctness

of the annotations. A closer look at the metrics reveals a

strong influence of the visual aids on the TCT values. For a

given level of immersion, TCT values decreased with visual

aids providing more semantics about objects in the scene. For

example, the region-based visual aid makes it easier for the

annotator to spot constellations of points that might contain

an object of interest than distance-based point coloring. This

shifts the attention of the annotator to a particular region

of the scene, which makes the recognition and annotation
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task faster. In the case of the object-based visual aid, the

annotator’s task is further reduced to spotting the highlighted

objects. Thus, the time needed to perceive particular objects

in the scene decreases when the visual aids target specific

zones or objects.

The analysis of the IoU values revealed lower values

in the region-based variant, while the object-based variant

had the best values. We attribute the IoU decrease in this

variant to the fact that we cluster the points according to

the distance that separates them. In this case, points from

different objects and classes may be colored with the same

color if they are in the same region in the scene. This

can induce confusion about the physical boundaries of the

objects of interest, leading the annotator to discard some

points that originally belonged to the object of interest.

We, furthermore, observed a strong influence of the level

of immersion on the chosen visual aids and the resulting

accuracy. Therefore, it is necessary to adjust the visual aids

according to the level of immersion, to achieve a more

accurate perception experience. The TLX results confirm our

findings. The object-based option leads to the lowest mental

workload, while distance- and region-based coloring methods

lead to slightly higher mental load. The Likert questionnaire

results have further indicated that more refined visual aids

(particularly object-based) received better ratings regarding

confidence, convenience, and willingness to use. Finally,

our participants mentioned the effectiveness of ªcooperatingº

with the pre-trained neural network.

C. Interaction Effects between Levels of Immersion and

Visual Aids

The analysis revealed no interaction effects between the

level of immersion and the visual aids on the TCT and TLX.

When considered separately, we can say that higher levels

of immersion lead to a faster and easier scene understanding

process. The same applies to visual aids targeting smaller or

more specific regions and objects. However, we observed

interaction effects on the IoU and, consequently, on the

accuracy of the perception. Interestingly, the region-level

visual aids yielded worse IoU values, except for the semi-

immersive variant. We attribute this to the confusion that

the visual aids bring to the user if the level of immersion

is not suitable for it. In our case, the combination of

semi-immersive and region-based options offers the trade-

off between immersion and augmented scene content. The

TLX results confirm the observations. Participants reported

more mental load for region-based coloring when combined

with full immersion or no immersion. In the qualitative

feedback, the users stated that it is sometimes more difficult

to annotate the full object for certain colors in the non-

immersive and fully immersive variants. In summary, despite

the strong effects of visual aids and the level of immersion

on annotation, when considered separately, the interaction

between the two independent variables affected only IoU,

and, consequently, the accuracy of the annotation.

The results of our user study shed light on a considerably

important yet previously neglected factor for the design

of immersive annotation environments. The analysis of the

interaction effects between the level of immersion and visual

aids shows that one cannot assume that keeping the same

visual aids while varying the level of immersion will not

have undesirable effects on the annotation accuracy however

small they may be. Adapting the visual aids to the desired

level of immersion is needed to achieve a higher annotation

accuracy.

VII. LIMITATIONS AND FUTURE WORK

We are convinced that the presented results and anal-

ysis provide valuable insights for the design of enhanced

annotation environments. However, the implementation and

evaluation methodology revealed some limitations, which we

leverage to set directions for future works.

The annotation sessions were sufficiently long to measure

the metrics of interest (TCT, IoU, TLX). However, several

other metrics like VR fatigue could not be measured as they

required longer annotation sessions. A future direction of this

work would focus on adapting the level of immersion and

the visual aids to the fatigue level of the annotator.

In our experiment, we limited the annotation process

to be performed with only one single type of controllers

(HTC Vive). Although our annotation environment supported

several types of inputs, this choice was made to isolate the

visual effects of levels of immersion and visual aids from

those of the annotation devices. However, the HTC Vive

controllers have many buttons on them as well as thumb

pads for continuous input, which could be used in the future

for various interaction techniques for point clouds.

As hardware tools for recording 3D point cloud scenes,

such as Lidars, are getting less expensive, 3D point cloud

scans are becoming more dense and incorporate other fea-

tures like colors. Enlarging the scope of our investigation

to cover these aspects is important to cope with the current

technological progress.

VIII. CONCLUSION

In this paper, we present PointCloudLab, a software plat-

form that facilitates the annotation under different three

levels of immersion combined with three different visual

aids with increasing contextual granularity. The results of

the controlled experiment confirmed the positive impact of

immersion and object-based visual aids on the time and

workload of the perception process. Furthermore, the results

indicate that for more accurate perception experience, it is

necessary to adjust the visual aids to the levels of immersion

to reduce the visual confusions induced by the interaction

effects of both factors.
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