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Figure 1: We compared three text input methods for cyclists: (a) touch input using smartphones, (b) midair input on a qwerty 
keyboard using a Microsoft Hololens 2, and (c) a set of ten physical buttons placed on both sides of the handlebar. 

ABSTRACT 
Cycling is emerging as a relevant alternative to cars. However, the 
more people commute by bicycle, the higher the number of cyclists 
who use their smartphones on the go and endanger road safety. To 
better understand input while cycling, in this paper, we present the 
design and evaluation of three text input methods for cyclists: (1) 
touch input using smartphones, (2) midair input using a Microsoft 
Hololens 2, and (3) a set of ten physical buttons placed on both sides 
of the handlebar. We conducted a controlled indoor experiment (N 
= 12) on a bicycle simulator to evaluate these input methods. We 
found that text input via touch input was faster and less mentally 
demanding than input with midair gestures and physical buttons. 
However, the midair gestures were the least error-prone, and the 
physical buttons facilitated keeping both hands on the handlebars 
and were more intuitive and less distracting. 
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1 INTRODUCTION 
The number of cycling commuters increases all around the world [6, 
8] since it positively afects people’s health and turns cities into 
more liveable and sustainable environments [30]. This increase in 
cyclists strongly correlates with the use of technology on the go. 
The most common technology used on the go are smartphones 
that facilitate navigation, listening to music, answering calls, or 
even texting [25]. Texting, in particular, puts cyclists in danger 
because it requires removing at least one hand of the handlebar, 
adds distractions to the cycling [10], and puts them in danger of 
possible accidents [12]. Given the increasing number of accidents 
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connected to texting on smartphones while cycling [5, 12], there 
is a need to explore alternative and safe text input methods for 
cyclists. 

Previous research has explored many input methods of inter-
acting with technology while and after cycling. Particularly, re-
searchers investigated midair gestures to indicate a direction of 
movement on the go [3, 19], systematically explored on-body lo-
cations for tapping input [33], used speech-based input to provide 
trafc reports [29], employed a button- and rotation-based smart-
phone controllers placed on the sides of the handlebar [36], and 
midair gestures using Augmented Reality glasses [14]. Although 
these approaches have shown promising results in facilitating safety 
and efciency while interacting with technology, they have not 
explored alternatives methods for texting, which has a more sig-
nifcant negative impact on cycling performance than calling or 
listening to music [5, 12]. Moreover, existing input methods for 
cyclists do not go beyond a single input, e.g., to confrm a notifca-
tion or play/pause a song, which leaves us questioning which input 
method can be efectively used over a long time, e.g., for texting. 
Therefore, in this work, we build on the success of the previous 
input methods for cyclists and aim to answer an open question of 
whether alternative text input methods can be used for cycling and, 
if yes, how efective they are. By this, we do not aim to promote 
texting while cycling and explore alternatives for interaction on 
the go using texting as an example. 

In this paper, we investigate text input methods for cyclists to 
facilitate safe interaction on the go. For this, we conducted an indoor 
experiment (N = 12) in a screen-based stationary bicycle simulator 
to examine the efectiveness of the proposed text input methods: 
(1) touch input using a smartphone as a baseline, (2) midair input 
using a Microsoft Hololens 2, and (3) physical buttons attached 
to both sides of the handlebar (Figure 1). Our results indicate that 
text input via touch input was faster and less mentally demanding 
than input with midair gestures and physical buttons. However, 
midair gestures were the least error-prone, and physical buttons 
made it easier to keep both hands on the handlebars and were more 
intuitive and less distracting. With this work, we contribute an 
empirical evaluation of text input methods for cyclists on the go. 

2 RELATED WORK 
Although researchers have not previously focused on alternative 
methods for text input to facilitate safe interaction for cyclists, they 
explored various methods to make cycling more interactive. This 
section outlines previous work about (1) interactive cycling and (2) 
input while cycling. 

2.1 Interactive Cycling 
A vast body of previous work in HCI for cyclists focused on provid-
ing efective output. For instance, Poppinga et al. [26] integrated 
tactile feedback into a handlebar for communicating directional 
cues and found that cyclists process signals communicated through 
the handlebars with medium accuracy. Other researchers explored 
on-body vibrotactile feedback while cycling. For example, Huxtable 
et al. [11] proposed moving the vibration motors to the user’s 
wrists, and Steltenpohl et al. [32] designed and developed a vi-
brotactile belt placed around the waist. The results showed that 

on-body vibrotactile feedback leads to fewer navigation errors than 
a handlebar-mounted smartphone. For the visual output, Dancu 
et al. [2] employed projected surfaces for navigation. Matviienko 
et al. [16–18] have further explored multimodal feedback for child 
cyclists and found the beneft of using multiple modalities to no-
tify about hazards, and provide navigation and behavior correction 
cues. Carton [1] proposed a smart glove for added directional safety, 
resulting in additional visibility. 

Another research direction focused on collecting sensor data to 
assess road situations or increase awareness of cyclists. For exam-
ple, a project called BikeSafe [7] showed that smartphones could 
efectively detect dangerous bicycling behavior and, thus, prevent 
dangerous trafc accidents. Rowland et al. [28] have further un-
derlined the importance of contextual interactions and considered 
the qualitative experience of bicycle rides. Several systems empha-
sized the social experience of cycling and highlighted the role of 
the cyclist as part of a larger community of road users. For in-
stance, Biketastic [27] investigated the annotation of routes and 
their friendliness for cyclists. E-bikes were augmented to help cy-
clists to catch “green waves” at the trafc lights. Walmink et al. [34] 
built a helmet that refected the rider’s heart rate and shared it 
with others. As previous work on transportation research provides 
empirical evidence on which behaviors are unsafe [4], the chal-
lenge for HCI is to design input methods to prevent such unsafe 
behaviors, which lies in the focus of this work. We outline the main 
challenges and overview of input while cycling in the following 
subsection. 

2.2 Input while Cycling 
Although smartphone interaction on bicycles is a dangerous activ-
ity [5], cyclists still do it [15]. To better refect on this phenomenon, 
Marshall et al. [15] introduced a taxonomy for interaction in motion, 
and cycling falls into a highly constrained activity within it due to 
the necessity of using hands and feet for operating a bicycle. Previ-
ous work has addressed the limitations for interaction in motion for 
pedestrians by improving direct interaction with an interface, e.g., 
by introducing larger GUI elements [13]. Other researchers explored 
the possibilities of turning cyclists’ bodies into an input space [33] 
or augmenting bicycles with additional physical buttons [36]. For 
example, Vechev et al. [33] investigated the suitability of on-body 
locations on the go while cycling. However, researchers cannot 
directly transfer these solutions to cyclists, given that they prefer 
input techniques that do not require them to remove their hands of 
the handlebar [3]. Woźniak et al. [36] augmented the bicycle’s han-
dlebar with additional physical controls that facilitate smartphone 
input by pressing buttons or rotating parts. Their results show that 
such control might be suitable for answering calls and controlling 
music. Alternatively, researchers explored speech-based interaction 
methods [29]. However, their main disadvantage is that the envi-
ronmental noise can interfere with input commands and requires 
wearing headphones that might reduce the auditory perception of 
other road users [28, 31]. Researchers have also investigated implicit 
input methods, such as hand gestures and head movements [3, 19]. 
Dancu et al. [3] employed hand gestures to provide an additional 
projected indication of cyclists’ maneuvering. Matviienko et al. [19] 
explored the same idea for reminding child cyclists about showing 
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safety gestures. More recent work by Kosch et al. [14] investigated 
techniques for diferent notifcation selections in augmented reality. 
Their results have shown that combining a button press with an 
eye gaze selection leads to faster interaction and lower mental load. 

As seen from previous work, input methods for cyclists have 
advantages and disadvantages. However, we ask ourselves whether 
we can introduce alternative text input methods that encapsulate 
the successes and failures of previous work to facilitate safe and 
efcient interaction. With this, we aim to explore an interaction 
that goes beyond a single input, e.g., to confrm a notifcation or 
play/pause a song, and allows us to understand an input over a 
more extended time. Therefore, we designed and developed three 
text input techniques based on the touch input using smartphones 
as a baseline, midair gestures using Augmented Reality based on 
the success of previous work [14, 22], and physical buttons attached 
to the sides of the handlebar as introduced by Woźniak et al. [36]. 
Within the scope of this work, we exclusively focused on the hand-
based text input methods as a frst step and see an evaluation of 
them to hands-free methods, e.g., speech input, as future work. 
We evaluated these text input methods in a controlled experiment 
described in the following section. 

3 EVALUATION 
We conducted a controlled indoor experiment on the bicycle simu-
lator to investigate three types of text input for cyclists. We aimed 
to assess text input efciency and fnd a safer alternative for interac-
tion on the go. Therefore, for this experiment, we had the following 
research question: How can we improve text input methods for cy-
clists? 

3.1 Participants 
We recruited twelve participants aged between 20 and 25 (� = 
21.6, �� = 1.5). Seven cycle less than once a week, one – once a 
week, and the remaining fve 3-4 times a week. Four participants 
regularly use their smartphones while cycling by holding them in 
their hands (N = 3) or placing them on the handlebar (N = 1). Par-
ticipants did not receive any compensation for their participation. 

3.2 Study Design 
The study was designed to be within-subject with two independent 
variables: (1) text input method and (2) text length. The text input 
method contained three levels and refected three experimental 
conditions, which included (1) touch input – texting on a smart-
phone held in hand as a baseline, (2) midair input – texting on the 
midair keyboard using gestures, and (3) physical buttons – texting 
with hardware buttons placed on both sides of the handlebar. For 
the touch input, participants had to use the thumb of their domi-
nant hand to enter text on the soft qwerty keyboard. We chose this 
method as a baseline since many cyclists use one hand to enter text 
while cycling [25]. For the midair input, cyclists had to use their 
dominant hand to provide input using a soft qwerty keyboard from 
the Microsoft Hololens 2. This input method was selected based on 
the success of using Augmented Reality on the go for confrming 
pop-up notifcations, as shown by Kosch et al. [14]. Finally, for the 
physical buttons, cyclists used fngers on both hands to provide 
input, with ten buttons placed under each of their fngers on both 

sides of the handlebar. The buttons were integrated into the boards 
placed on both sides of the handlebar, with buttons for thumbs at 
the bottom and the remaining ones on the top (Figure 1 c). The 
number of presses on each button determines the selection of a 
letter, similar to text inputs on Nokia phones, e.g., model 3310. For 
example, if a cyclist wants to enter the letter “N”, she would press a 
button under her pointing fnger on the left hand twice, and in the 
case of the letter “D”, one press with a pointing fnger on the right 
hand is sufcient. The buttons under the thumbs were designed to 
provide Enter (left thumb) and Space (right thumb). The layout for 
the input with buttons is shown in Figure 1 c. We chose the buttons-
based input method based on the work by Woźniak et al. [36] who 
showed that augmenting bicycle handlebars with physical input 
controllers to facilitate safety. All three text input methods mimic 
diferent input modalities (touch, midair, and physical buttons), al-
lowing us to understand better which can improve text input on the 
go. The participants’ task was to type three messages of diferent 
lengths while cycling on the indoor bicycle simulator and paying 
attention to the road. These messages included: (1) “On my way” 
(short text: 7 characters and two spaces), (2) “Just left from home” 
(medium text: 16 characters and three spaces), and (3) “I will be there 
in fve minutes” (long text: 25 characters and six spaces). For all the 
conditions, if participants made a mistake while typing, they did 
not have a possibility to correct their message and had to continue 
typing a correct character after a mistake. We counterbalanced the 
order of the conditions and types of messages using a Balanced 
Latin Square. 

3.3 Apparatus 
The study setup consisted of an indoor bicycle that included a bi-
cycle (28-inch wheel size) fxed on a cycling platform with lateral 
suspension Kinetic Rock and Roll1 and a video wall consisting of six 
4K displays (2 × 3 arrangement) (Figure 2). The setup allows cyclists 
to rotate the handlebar to the left and right due to its increased 
usability and higher realism in bicycle simulators [23]. The video 
wall showed a prerecorded video from the frst-person cycling per-
spective in an inner-city street environment to simulate the normal 
day-to-day cycling2. To avoid the endangerment of participants 
during outdoor cycling, we aimed to improve the experiment’s 
internal validity and create safe cycling conditions. Moreover, we 
excluded Virtual Reality bicycle simulators to facilitate the visibil-
ity of real-world text inputs and avoid unwanted efects of motion 
sickness [20, 23, 24, 35]. The cycling route consisted of a straight 
road with slight curves, comparable to a real-world cycling sce-
nario. We instructed participants to follow the simulation, adjust 
their cycling speed, and turn the handlebar in the direction of the 
simulation. To refect a realistic cycling scenario, we have selected a 
part of the video where the scene was busy, including intersections, 
other cyclists, pedestrians, and approaching cars. Throughout the 
simulation, we showed no special occasions, such as accidents or 
abrupt events. 

For the midair input method, we used a Microsoft Hololens 2, 
and for the smartphone input, we employed a Samsung Galaxy A50. 

1www.kurtkinetic.com/trainers-products/rock-and-roll-smart-2 
2The tour was an excerpt of a biking tour through Amsterdam: www.youtube.com/ 
watch?v=PcKXjFCC2f0 

www.kurtkinetic.com/trainers-products/rock-and-roll-smart-2
www.youtube.com/watch?v=PcKXjFCC2f0
www.youtube.com/watch?v=PcKXjFCC2f0
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a b

Figure 2: We employed a stationary indoor bicycle simulator to mimic cycling under safe conditions. The bicycle was placed 
on a fxed platform in front of a video wall comprising six screens (a). Participants entered text while cycling in this bicycle 
simulator (b). 

We utilized the E.161 standardized layout to design our ten-fnger 
hardware keyboard. Eight buttons were assigned for each fnger, 
with the thumbs placed above the Space and Enter buttons. For the 
order of assignment to each fnger, we looked at the frequency of 
letters in the English language. Then, we looked for the letter with 
the highest frequency for each button and arranged the buttons to 
the highest frequencies. 

3.4 Measurements 
To compare the text input methods, we measured the following 
dependent variables: 

• Task completion time (in sec): for each input method and 
text length, we measured the time participants needed to 
enter the text, starting the timer when the frst character 
was entered and stopping it when they pressed enter. 

• Error Rate: for each input method and text length, we 
counted the number of mistakes participants made while 
entering the text. We counted the number of mistakes after 
the text was submitted. 

• Perceived workload: for each input method, we asked par-
ticipants to specify the perceived workload using the NASA 
Task Load Index, which covers the workload in terms of 
mental demand, physical demand, temporal demand, overall 
performance, efort, and frustration level [9]. 

3.5 Procedure 
After obtaining informed consent, we collected participants’ de-
mographic data and provided a brief overview of the text input 
methods and the task. Participants familiarized themselves with a 
bicycle simulator and text input methods in the test trial. Once the 
participants felt comfortable, we started the experiment, in which 
they had to enter a message given to them and press an enter button 
when they were done while cycling in the simulator with a focus on 
the road. At the end of the study, we interviewed the participants 

about their preferences for the text input methods. The riding part 
of the study took about half an hour, and the entire study lasted 
approximately one hour. 

4 RESULTS 
We discovered that entering text with touch input was faster and 
less mentally demanding compared to midair input and physical 
buttons. However, midair gestures were the least error-prone com-
pared to the other two methods. Finally, cyclists expressed their 
preferences for the input with physical buttons because they facili-
tate keeping both hands on the handlebar the whole time and are 
intuitive and less distracting interaction. 

4.1 Task completion time 
We discovered that cyclists were the fastest in entering text using 
the touch input (� = 14���, �� = 7), followed by the midair (� = 
48���, �� = 23) and physical buttons (� = 84���, �� = 38). A 
statistically signifcant main efect confrmed this fnding for the 
text input method (� (2, 22) = 110, � < 0.001, �2 = 0.91). The post-
hoc analysis has further shown that entering text using touch was 
statistically faster than with the midair gestures (� < 0.001) and 
physical buttons (� < 0.001). Moreover, text input with the midair 
gestures is faster than with physical buttons (� < 0.001). 

As for the text difculty, we found that it took the short-
est amount of time for cyclists to enter the shortest text (� = 
34���, �� = 25), followed by medium (� = 48���, �� = 37) and 
longest (� = 64���, �� = 46). A statistically signifcant main efect 
confrmed this fnding for the text difculty (� (2, 22) = 27, � < 
0.001, �2 = 0.71) and all statistically signifcant pairwise compar-
isons (� < 0.001). 

As for the statistically signifcant interaction efect for input 
method and text difculty (� (4, 44) = 14, � < 0.001, �2 = 0.56), we 
discovered that cyclists were slower entering the long text using 
buttons than the touch input (� < 0.05) and midair gestures (� < 
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Figure 3: Overview of task completion times split by three text length (left) and raw TLX scores (right). 

0.05). Moreover, entering long text using buttons takes longer than 
medium (� < 0.01) and short (� < 0.01) using physical buttons. We 
also discovered that cyclists were faster entering short text using 
touch input than long text using gestures (� < 0.05), short text using 
touch input (� < 0.01), and long text using touch input physical 
buttons (� < 0.001). Finally, we found that cyclists were faster 
at entering short text using touch input than medium text using 
physical buttons (� < 0.05). The remaining pairwise comparisons 
were not statistically signifcant (� > 0.05). The summary of results 
is shown in Figure 3 left. 

4.2 Error Rate 
We found that using touch input cyclists entered text faultlessly 
most of the time (N = 33) and entered it with 1 or 2 errors three 
times over all three types of text length. There were no mistakes 
for the shortest text, two for the medium, and one for the long 
text. Cyclists made no mistakes using midair input for all text 
difculty levels. Finally, a few cyclists (N = 4) entered text perfectly 
using physical buttons. The majority made 1-2 errors (N = 15), 
could write an understandable text (N = 9), few participants (N = 2) 
wrote understandable words, and some (N = 6) cyclists wrote the 
unreadable text. Using buttons, two participants made no mistakes 
when entering a short text, one participant made no mistakes for a 
medium text, and none entered the text without mistakes for the 
long text. 

4.3 Perceived Workload 
As for the raw task load score, we found that entering text with 
touch input was the least mentally demanding activity (� = 
39, �� = 15), followed by midair (� = 53, �� = 11) and physi-
cal buttons (� = 55, �� = 16) (Figure 3 right). Using Friedman’s 
test, we discovered that this diference was statistically signifcant 
(�2 (2) = 7.8, � < 0.05, �2 = 0.33). The post-hoc analysis has shown 
that the touch input was statistically less mentally demanding than 
midair gestures (� < 0.01) and physical buttons (� < 0.01). How-
ever, there was no statistically signifcant diference between the 
midair gestures and physical buttons (� > 0.05). 

4.4 Qualitative Feedback 
When asked about the ease of use, most of the participants (N = 
10) mentioned that the touch input was the easiest, followed by 
midair (N = 1) and physical buttons (N = 1). Cyclists justifed their 
ranking decisions for the touch input based on their experience. As 
one of the participants noted: “It is very common to me for type on a 
smartphone, therefore easy to comprehend and use, even on a bike” 
[P6]. However, participants also mentioned that they felt distracted 
by road trafc and did not like the occupation of one hand. For 
instance, some of them commented: “One hand was occupied” [P1] 
and “Much time I am not looking on the road, because I had to look 
on the phone” [P6]. 

As for the midair input, participants liked it because it was easy 
to use, looked at the road, and the keyboard was in a known layout. 
As some of the participants mentioned: “[midair] uses the keyboard, 
known input because of daily use” [P3], “Cool idea [...], enables you 
to see trafc while typing” [P6], and “You have a full keyboard at 
your disposal” [P8]. On the other side, cyclists disliked that midair 
input is mentally demanding and distracting, lacks accuracy, and 
is sometimes difcult to use. For example, some participants men-
tioned that “Using it was unfamiliar to me, so I could not focus on 
the road the way I would have had to in a real situation.” [P4], “The 
clanky controls of the Hololens and the onscreen keyboard, the key-
board would appear in a diferent location every time I had to type a 
new phrase so that I had to adjust it every time. Also, text input often 
would not be recognized, so I end up with a diferent phrase than I 
wanted.” [P6], and “I could not concentrate on the road. In order to 
hit the keys, you have to move your fngers very precisely, which is 
impossible in an environment like the bike.” [P8]. 

As for the physical button input, cyclists liked it because one 
keeps the handlebar in the hands the whole time, it was intuitive 
and less distracting since one could feel the buttons without looking 
at them, and it was easy to learn. As some participants mentioned: 
“It was fast to learn, you have both hands on the handlebars and you 
could concentrate on the road more.” [P8], “You do not have to see 
which button you press” [P11], and “It was fun and straightforward to 
use” [P7]. However, participants noted issues with latency, difculty 
reaching the buttons, and difculty using them without training. 
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For example, they commented that: “slow reaction, button hard to 
reach” [P1], “requires some experience and memorization of the actual 
keyboard layout” [P12], and “Not used to it, therefore a bit frustrating” 
[P3]. 

5 DISCUSSION AND FUTURE WORK 
In general, we discovered that text input via touch input was faster 
and less mentally demanding than input from midair and via phys-
ical buttons. However, midair gestures were the least error-prone 
compared to the other two methods. Finally, cyclists indicated that 
they preferred physical button input because it made it easier to 
keep both hands on the handlebars the entire time and was an 
intuitive and less distracting interaction. 

The data gathered from the experiment indicates a design op-
portunity to replace the direct touch input on a smartphone with 
additional (potentially indirect) text input methods. We assume that 
the biggest advantage of a touch input outperforming the other 
two methods in task completion time and mental load lies in the 
participants’ higher familiarity with this input method and years of 
experience using it. Given the current design of the input methods, 
entering short messages using physical buttons takes a compara-
ble amount of time using a midair keyboard for medium and long 
messages. Therefore, alternative text input methods for physical 
buttons should have prepared the most frequently used phrases 
or include an auto-complete function to improve the efciency of 
text input future. This could reduce the number of clicks and en-
sure holding both hands on the handlebar. It is also important to 
note that buttons-based input had technical limitations that led to 
issues with latency and longer input times compared to other two 
methods. Although none of the participants had experience with 
using physical buttons attached to the handlebar for text input, they 
mentioned that they could easily learn the layout, which indicates 
that physical buttons can be an efcient alternative for input while 
cycling. As for the midair input, participants liked that they could 
use a familiar qwerty keyboard layout but it requires a long time 
to enter text. Therefore, similarly to physical buttons input, future 
designs should consider word-based rather letter-based input and 
ofer an auto-complete function. Another advantage of the midair 
input lies on the fact that it increases awareness of other road users 
that cyclists’ focus might be fully concentrated on the road. 

All in all, our empirical evaluation provides a preliminary 
glimpse into the performance of alternative text input methods 
for cyclists. Furthermore, we provide a better understanding of 
hand-based text input methods in terms of task completion time, 
error rates, and perceived workload. It shows that midair and phys-
ical buttons can be employed with additional design considerations. 
Possible next steps for future work could be to explore word-based 
input rather than letter-based one or even utilize an auto-complete 
function. Within the scope of our experiment, we focused on the 
interaction under safe but artifcial conditions in the indoor bicy-
cle simulator. Therefore, going outdoors on tandem-based simula-
tors [20, 21] would be a logical next step to facilitate safe but more 
realistic interaction conditions. Lastly, future work should consider 
running long-term in-the-wild studies with diferent age groups to 
understand cyclists’ interaction under various trafc and weather 
conditions. 

6 CONCLUSION 
In this paper, we investigated text input methods for cyclists to 
facilitate safe interaction on the go. The results from our evaluation 
indicate that text input via touch input was faster and less mentally 
demanding than input with midair gestures and physical buttons. 
However, midair gestures were the least error-prone, and physical 
buttons made it easier to keep both hands on the handlebars and 
were more intuitive and less distracting. With this work, we con-
tribute an empirical evaluation of text input methods for cyclists 
on the go. 
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