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Figure 1: Overview of both collaborative VR explaining tasks (orange) and two exemplary facial expression types (yellow) 
employed in the evaluation: Verbal explaining of terms in Social VR while rendering eye and mouth movements (left), and 
graphical explanation of terms while rendering a neutral facial expression (right). 

ABSTRACT 
As the world becomes more interconnected, physical separation be-
tween people increases. Existing collaborative Virtual Reality (VR) 
applications, designed to bridge this distance, are not yet sufcient 
in providing a sense of social connection comparable to face-to-face 
interactions. Possible reasons are the limited multimodality of VR 
systems and the lack of non-verbal cues in VR avatars. We systemat-
ically investigated how facial expressions infuence Social Presence 
in two collaborative VR tasks. We explored four types of facial 
expressions: eyes and mouth movements, their combination, and 
no expressions, for two types of explanations: verbal and graphical. 
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To examine how these expressions infuence Social Presence, we 
conducted a controlled VR experiment (N = 48), in which partici-
pants had to explain a specifc term to their counterpart. Our results 
demonstrate that eye and mouth movements positively infuence 
Social Presence in VR. Particularly, combining verbal explanations 
and eye movements induces the highest feeling of co-presence. 
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1 INTRODUCTION 
The physical distance between humans is increasing in both private 
and professional life. The ongoing fexibilization of employment 
allows more and more employees to work remotely, and global-
ization enables individuals to relocate their lives to other regions, 
countries, or continents. Additionally, the ongoing pandemic en-
tails increasing spatial separation between people, with its social 
distancing and quarantine measures. Researchers introduced Social 
Virtual Reality (VR) - a shared multi-user VR experience - to bridge 
this distance and counteract a resulting decline in social connect-
edness. By combining immersive technologies and environments 
with the synchronous, interactive engagement of several users [12], 
Social VR facilitates joint immersion into an alternative virtual en-
vironment. Beyond merely looking at a computer screen or limiting 
the perspective of the communication partner to a headshot, as in 
videoconferencing, Social VR afords more embodied interaction in 
a life-like fashion, e.g., joint explorations of virtual worlds, sharing 
experiences, or playing games. Thus, Social VR ofers great poten-
tial to create a sustainable solution to the increasing demand for 
mobility and frequent traveling [8]. However, despite this potential, 
current VR environments are often considered a “lonely escape” 
[48], where users may experience isolation from their social en-
counters and artifcial interaction with communication partners. 
Therefore, VR developers and researchers face the question of how 
to enhance Social VR experiences to create a “sense of being with 
another” [5], so-called Social Presence. 

As a recent advancement in Social VR, technology developers 
launched individual sensor systems such as body- or facial trackers 
with depth cameras and machine learning algorithms to enrich a 
user’s avatar with diferent non-verbal behaviors [7, 29, 75]. On 
the one hand, related research found promising indications that 
Social VR may beneft from such technologies to display the user’s 
gestures, body language, or spatial distance [43]. On the other hand, 
neuro-cognitive and behavioral psychology fndings stress that 
facial expressions are crucial contributors to human real-life com-
munication [2, 19]. So far, how facial expressiveness infuences 
Social Presence has been explored in entirely computer-mediated 
communication scenarios [54, 55], or asynchronous VR collabo-
rations between computer- and VR-users [24, 25]. While these 
studies indicate that facial expressions contribute to the quality of 
technology-mediated social interaction, two limitations emerge for 
the current research approaches. First, only the computer user’s 
avatar was enhanced with non-verbal cues. Consequently, the stud-
ies lack insights about Social Presence in entirely Social VR-based 
settings. Second, past work has not sufciently examined how the 
types of collaboration within VR infuence the impact of facial ex-
pressions. Therefore, we address these limitations by employing 
the recent advances in available face tracking technologies and 
building upon the reported importance of facial expressiveness in 
face-to-face communication. 

In this work, we investigate how users’ facial expressions on 
virtual avatars infuence Social Presence in collaborative synchro-
nous VR tasks. We conducted an extensive VR experiment (N = 
48), systematically comparing the efects of four diferent levels of 
facial expressiveness on perceived Social Presence in two Social 
VR collaboration tasks. The conditions included a) neutral facial 
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expression, b) rendering of the eye and c) mouth movements, and 
d) a combination of both. The collaboration tasks consisted of a 
verbal and a graphical explanation task, inspired by two frequently 
employed types of collaboration in Social VR. Considering that the 
research and commercialization of Social VR are in their “infancy” 
or early development stages [18, 33], our approach contributes 
toward shaping future Social VR applications. 

Our results reveal that facial expressions positively infuence 
Social Presence in VR environments. This manifests in elevated 
co-presence levels and gaze duration, which are determinants of 
Social Presence. Regarding co-presence, eye movements elicit the 
highest levels in verbal explanations. In contrast, mouth movements 
more prominently evoke co-presence than neutral facial expres-
sions when not specifying the explanation type. Generally, verbal 
explanations have a higher impact on co-presence than graphical 
ones. For gaze duration, when verbal explanations are combined 
with eye and mouth movements, VR partners look at each others’ 
faces the longest. 

The contribution of our work is two-fold: 
• We provide an empirical evaluation of facial expressions in 
verbal and non-verbal collaborative Social VR tasks, demon-
strating that rendered eye and mouth movements increase 
Social Presence, and collaboration tasks modulate the impact 
of facial expressions, particularly for eye movements. 

• We contribute design recommendations for developers and 
designers to create Social VR experiences and, ultimately, 
increase connectedness over distance. 

2      RELATEDWORK
In this section, we outline and connect our approach to the existing 
body of work about increasing Social Presence in VR, focusing on 
behavioral realism and highlighting current research developments 
on real-time VR facial rendering. 

2.1 Increasing Social Presence in VR 
Social Presence is one of the leading factors for efective Social VR 
simulations [64, 74]. In contrast to concepts of sociability or social 
space, Social Presence describes the unique psychological phenom-
enon of perceiving a technologically-mediated counterpart as “real” 
[36]. Thus, it describes how well a VR system elicits the illusion of 
sharing the virtual space with someone else and whether the user 
has access to another’s attitudes, feelings, or emotions [5, 64]. In 
addition, it is a predictor of a variety of positive communication 
outcomes, including trust, enjoyment, and attractiveness [53]. Be-
yond creating standardized measurements [5, 23, 58, 64], several 
initiatives have identifed factors that impact Social Presence levels 
when using communication technologies [53, 74]. These include 
psychological aspects such as (1) user characteristics, contextual 
attributes such as (2) task type, or technological properties like (3) 
user representation. 

Researchers determined users’ demographic and personality-
related characteristics as essential for Social Presence. As an ex-
ample, women and people with a greater intrinsic desire for social 
interaction generally perceive stronger Social Presence [20, 31, 32]. 
Beyond these psychological aspects, related work illustrated that 
the type of activity that users jointly engage in (e.g., independent 
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vs. interdependent; collaborative vs. competitive) within the virtual 
environment can afect perceived Social Presence levels [53, 74]. 
Thus, sharing a global goal by collectively solving a task may signif-
icantly increase Social Presence [70, 74]. However, one of the most 
discussed aspects to potentially infuence Social Presence in the 
context of Social VR is the representation of users. This refers to 
the visualization of self-embodiment and embodiment of the com-
munication partner. In this regard, an embodiment reinforces the 
perception of Social Presence [1, 63, 66]. Yet, the fndings on how 
this representation should appear are ambiguous. Photographically 
realistic avatars may enhance human-likeness rates and virtual 
body acceptance [38]. However, there are no conclusive reports 
of photo-realism increasing perceived Social Presence [38, 53, 74]. 
This is often attributed to the Uncanny Valley efect, describing an 
eerie sensation when an avatar imperfectly resembles a human [50]. 
Further, in a social setup, preferences regarding the photo-realistic 
representation of an avatar may highly depend on the relationship 
and attitudes the communicators have towards one another [59]. In 
contrast to photo-realism with its inherent difculties, researchers 
have found that the behavioral realism of user representations 
is a more reliable attributing factor for inducing Social Presence 
[28, 56, 63, 65, 68]. 

In this paper, we aim to increase the Social Presence of Social 
VR by focusing on the technological characteristics of a system, 
in particular on the user representation. Thence, we explore the 
concept of behavioral realism in more detail. 

2.2 Behavioral Realism and Facial 
Expressiveness 

According to (socio-) psychological theories, non-verbal behavior is 
an integral part of how humans interact and communicate with one 
another [2, 9, 10, 69]. Non-verbal cues may lead to coordination and 
understanding among individuals [10]. Thus, elevating an avatar’s 
behavioral realism through non-verbal cues is associated with pos-
itively afecting perceived Social Presence [28, 56, 63, 65, 68]. In 
their extensive review of Social Presence research, Yassien et al. 
defned self-embodiment and non-verbal cues as key design dimen-
sions currently underexplored [74]. The literature distinguishes 
four modalities of non-verbal communication cues: (1) gestural 
behavior, (2) proximity or spatial behavior, (3) gaze, and (4) facial 
behavior [9, 43, 49]. 

Several researchers have built and evaluated systems for tracking 
and rendering bodily movements or gaze behavior [43, 60, 63, 65]. 
They found signifcant increases in Social Presence levels by dis-
playing participants’ movements in real-time onto VR avatars. This 
applied to VR settings in which participants portrayed adequate 
movement behavior [43, 63, 65] and perceived virtual eye contact 
[60]. Furthermore, Maloney et al. [43] explored specifc types of 
non-verbal behavior in an observational and interview study. They 
showed that participants translated known non-verbal communica-
tion cues from the real-life human-human interaction into Social 
VR settings of avatar-avatar communication. Gestural behavior, 
such as dancing, ‘talking to the hand’, or blowing kisses, mainly 
afected social interaction beyond verbal content. Although the 
authors did not measure perceived Social Presence, they underlined 
the generally positive feedback regarding non-verbal gestural and 

proximity cues and their contribution to more realistic Social VR 
experiences. The presented body of work emphasized the benefts 
of implementing non-verbal cues. However, it overlooked what is 
considered “the most signifcant non-verbal language to communi-
cate emotions since the beginning of human evolution” [2] – facial 
expressions. 

With the emergence of novel methods for facial motion track-
ing with advances in depth-camera technology [24, 42, 51, 61] and 
machine learning algorithms [7, 75], previous work examined VR 
settings that capture facial expressions. For example, researchers 
investigated diferent levels of manipulated facial expressions in a 
computer-mediated scenario and the impact of facial expressions 
on perceived Social Presence [25, 54, 55]. Despite most of the par-
ticipants missing the manipulation, users experienced higher Social 
Presence and described their social interactions as more positive 
with enhanced avatar’s facial expressions [54]. These fndings un-
derline that face animations may strongly, yet subconsciously, con-
tribute to the social experience in technology-mediated communi-
cation. Further studies explored asymmetric VR experiments with 
one communication partner in VR and the other in front of a com-
puter screen to estimate the role of face and upper body movements 
[25, 55]. The results highlighted the crucial role of facial expres-
sions over body movements, which was also supported by Hart et 
al. [25]. Participants liked each other more, formed more accurate 
impressions about their partners [55], and felt the communication 
improved [25] when facial expressions were available. 

Overall, the presented body of work underlines the research 
potential of facial expressions for Social VR settings. As experiments 
in this feld primarily rely on computer-mediated or asymmetrical 
VR settings, little is known about the efects of facial cues in a purely 
VR-based collaboration. To our knowledge, no such evaluation of 
facial expressions regarding Social Presence has yet been conducted. 
Further, current fndings on Social Presence lack the consideration 
of “boundary conditions” [53], referring to interactions among 
factors that infuence Social Presence, which determine how strong 
an infuence is and whether it comes into efect at all. For Social VR, 
such boundary conditions may comprise the type of activity the 
users partake in. In this context, the consideration of collaboration 
tasks is particularly interesting, as collaborations are associated 
with increased levels of Social Presence [74]. In this work, we aim 
to contribute to closing both of the above-identifed research gaps 
through a controlled VR experiment. 

3 EVALUATION 
To systematically investigate real-time tracked facial expressions 
in Social VR applications for two types of collaboration tasks, we 
conducted a controlled VR experiment with pairs of participants 
physically situated in diferent locations. With this experiment, we 
addressed the following two research questions: 

RQ1 “How can we increase Social Presence in Social VR applications 
using real-time tracked facial expressions?” 

RQ2 “How does the performed collaboration task infuence the im-
pact that facial expressions elicit on Social Presence?” 
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3.1 Study Design 
To answer the research questions, we designed a within-subject 
study with two independent variables: (1) facial expressions and, 
as a realization of a collaboration task, (2) types of explanation. We 
outline these in the following. 

3.1.1 Facial Expressions. The participant is embodied in the vir-
tual space via an avatar. When changing facial expressions in the 
real world, e.g., talking or smiling, the augmentations are directly 
mapped onto the avatar’s face. Gaze and facial expressiveness are 
particularly important and well-studied for non-verbal interper-
sonal communication and Social Presence. In efect, in the Facial 
Action Coding System (FACS), a common standard to taxonomize 
human facial movements, eyes and mouth areas are highly repre-
sented [13, 14]. Since its adoption and publication in the late 1970s, 
the FACS has been commonly used by psychologists, animators, 
and developers of computer vision software to identify, code, and 
recreate human emotions [21, 41]. Given the prominent and detailed 
portrayal of eyes (i.e. example codes “upper lid raiser”, “eyes turn 
left”, “eyes turn right”, “eyes up”, “eyes down”, etc.) and mouth (i.e. 
example codes “lips part”, “lip stretcher”, “tongue show”, “mouth 
stretch”, etc.)[14], we also focused on representing these facial areas. 
Therefore, we employed current sensor technologies to track eye 
and mouth movements in real time. In total, we implemented four 
levels of facial expressions: (1) neutral facial expression without 
any movements as a baseline, as commonly employed in current 
Social VR applications, (2) rendering eye movements, (3) mouth 
movements, and (4) a combination of both. 

For neutral facial expressions, the faces of the participants’ avatars 
are frozen in a neutral position. More specifcally, the gaze is di-
rected straight ahead, eyes are fully opened, the avatar’s mouth 
is closed, and the corners of the mouth are neither lowered nor 
lifted. This neutral expression was based on the predefned neutral 
position of the employed avatar system (see Subsection 3.2). For 
the rendering of real-time eye movements, avatars’ eye movements 
mirrored the actual eye movement of the participants. In particu-
lar, the avatar’s eyes showed the real-life gaze direction, blinking, 
and the degree to which the participant’s eyes are open or closed. 
Similar to the eye movements, real-time mouth movements were 
moving as the participant’s lips. For the combination of eye and 
mouth movements, both approaches were combined. 

3.1.2 Types of Explanation. As we aim for a systematic understand-
ing of facial expressiveness in Social VR, we portray the expressions 
during two variations of a collaborative task.Specifcally, (1) verbal 
and (2) graphical (non-verbal) explanation. Their selection was in-
spired by two commonly used types of collaborations implemented 
in Social VR. These include verbal communication in the form of 
audio chats on the one hand [22], and graphical communication in 
the form of freehand sketching, painting, or drawing [22, 27, 39, 57], 
during which often "a whiteboard is the center of focus" [39]. By 
relating our task selection to current VR collaboration practices, 
we aim to amplify the relevance of our research for designers and 
developers of Social VR applications. 

As to validly contrast verbal and graphical collaboration, both 
were implemented in the study as individual yet complementary 
explanation tasks. These were modeled after well-known parlor 
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games1. Doing so, we transferred the often group-oriented collabo-
rations of current Social VR solutions into a 1-on-1 collaboration. 
This was required for the feasibility of this study. Furthermore, 
using these types of explanation ensured them being comparable 
in two characteristics. First, they can be performed at the same 
location in the virtual environment, which ensures consistent illu-
mination of avatar faces. Second, both types of explanation only 
indirectly rely on facial expressions. Thus, facial expressions are 
neither necessary to complete the task nor to depict the explained 
content. Both types of explanation solely difer in the visual focus 
directed towards the counterpart’s actions and explanation process. 
While for verbal explanation one’s counterpart is located in the cen-
ter of attention throughout the entire collaboration, for graphical 
interaction one’s counterpart is mostly perceived peripherally. 

For the verbal explanation, the participant explains the word 
verbally without using words with the same root or synonyms. 
For the graphical explanation, the participant draws the word on a 
virtual tablet displayed on the table using a virtual marker. As for 
the setting, two VR users meet at a virtual table (Figure 2), where 
they see each other’s avatar, communicate and interact with one 
another to solve the explain-and-guess task collaboratively. One 
partner explains a word shown on a virtual card. If the other partner 
guesses correctly, according to the explaining party, a new card and 
term turn over. Upon an incorrect answer, the guessing continues 
for unlimited trials until the word is identifed or the explaining 
participant decides to skip the card. This activity was chosen as a 
catalyst for social interactions. Furthermore, its collaborative and 
interdependent characteristics are associated with increased Social 
Presence [74]. The explanation game thereby assures a fundamental 
level of participant interaction and Social Presence for our exper-
iment. Independent of the type of explanation, after one minute, 
the roles of the two participants are swapped, and the previously 
guessing participant assumes the explaining role and vice versa. 
Participants were encouraged to guess as many terms as possible 
in the given time frame for both explanations. We had 196 words in 
total to ensure no repetition. None of the participants went through 
all of the cards in our experiment. The terms were taken from other 
parlor games that employed graphical and verbal explanations to 
ensure that the terms could be explained using the selected expla-
nation types. The occurrence of a specifc emotional reaction of the 
participants upon viewing the terms could not be eliminated due 
to the individuality of such responses. However, to omit emotional 
reactivity as a confounding variable, the sequence in which the 
terms were presented was randomized across diads. 

To systematically investigate these independent variables, we 
combined all levels of facial expressions and types of explanations, 
which resulted in eight experimental conditions. The order of con-
ditions was randomized and each condition lasted two minutes 
in total. This duration was selected based on internal preliminary 
tests, showing that it was sufcient to perceive the manipulation of 
the facial animations and short enough to conduct the experiment 
without any intermissions. 

1i.e., Taboo [26], Pictionary [44] 
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Figure 2: User in the real-world environment wearing VR glasses and the avatar embodying her in both types of explanation. 
The avatar portrays the user’s eye movements (gaze direction, degree to which eyes are opened) and mouth movements (position 
of various mouth landmarks) while performing verbal explanation (left), and the avatar shows neutral facial expression in 
graphical explanation (right). 

3.2 Apparatus 
To enable the planned evaluation, we developed the subsequent 
apparatus. We designed an application using Unity 2020.3.25f1 
that ran on two Pico Neo 3 Pro Eye. The application utilized the 
Photon Unity Networking framework to synchronize the current 
application state and transmit voice chat among both HMDs. Both 
HMDs integrate built-in Tobii VR4 Platform eye tracking with 
a sampling rate of 60Hz and sub-degree gaze accuracy [16]. For 
mouth tracking, the apparatus included two VIVE facial trackers, 
one of which was attached to each of the HMDs using a custom 
3D printed mount, originally designed by Oliwier Krawczyk [35]. 
The utilized facial tracker consisted of a dual camera with infrared 
illumination to track facial movements with a sampling rate of 
60Hz and a response time below 10 milliseconds [29]. The facial 
tracker was connected to a PC via USB running custom software. 
The software was employed to analyze the facial tracking data and 
transmit it wirelessly to the HMD via UDP. We used two hardware 
setups to run the software, depending on the experiment room: (1) 
a Windows10-based PC with 8GB memory, an Intel Core i7-8700K 
CPU, and an NVIDIA GeForce GTX 1080TI graphics card, and (2) a 
Windows10-based PC with 32GB memory, an Intel Core i7-10750H 
CPU and an NVIDIA GeForce RTX 2070 Super graphics card. 

Mouth and eye movements were mapped onto full-body avatars 
designed using Ready Player Me SDK v.1.7.0 [72]. Ready Player Me is 
a cross-game avatar platform used by several of the biggest Social 
VR applications currently on the market, such as VRChat, Spatial, 
and MeetinVR [73]. To further increase the accuracy of the mouth 

movements, especially when speaking, we used the Oculus Lip Sync 
SDK [46]. To facilitate synchronization between mouth movements 
and voice output, we rendered mouth movements in accordance 
with the latency of the voice chat. All questionnaires, integrated 
into the VR application, were implemented based on Feick et al.’s 
VR Questionnaire Toolkit [17]. 

3.3 Measures 
We measured multiple dependent variables to compare all facial 
expressions and explanations. Following the suggestion of Sterna 
et al. for quantifying Social Presence, these consisted of several 
factors of the Networked Minds Social Presence Inventory (NMSPI) 
[5, 23] and behavioral measurements [64]. We selected the NMSPI 
as it is psychometrically validated and well-documented [4, 5, 64]. 
The following NMSPI factors were assessed using a 7-point Likert 
scale: 

• Co-Presence: It describes a user’s ability to identify the pres-
ence of another entity in a shared virtual environment [5]. To 
measure co-presence, the scale includes items that rate one’s 
own sense of co-presence (perception of self), and one’s per-
ception of the co-presence of one’s counterpart (perception 
of other). 

• Perceived Afective Understanding: It is composed of two as-
pects: First, it refers to the user’s ability to comprehend the 
emotions and attitudes of their counterpart during an in-
teraction (perception of self). Second, it includes a user’s 
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perception of their counterpart’s ability to comprehend the 
user’s emotions and attitudes [23]. 

• Perceived Afective Interdependence: It describes “the extent 
to which the user’s emotional and attitudinal state afects 
and is afected by the emotional and attitudinal states of the 
interactant”[23]. It can be subdivided into perception of self 
and perception of other. 

The explanation task presented in this study is assumed to strongly 
infuence the other NMSPI factors Attentional Allocation, Perceived 
Message Understanding, and Perceived Behavioral Interdependence. 
For instance, the collaborative nature of explaining is likely to create 
a behavioral and attentional dependency among the participants. 
Consequently, these factors could not be evaluated validly and 
comparably and were discarded. 

The behavioral measures comprised are the following: 

• Gaze Duration (s/min): We measured the duration for which 
a participant directs their gaze at their counterpart’s face to 
assess eye contact. This defnition of eye contact is in line 
with other research approaches [34]. It was derived from 
analyzing participant’s eye movements via eye tracking with 
a sampling rate of 60Hz and is given in seconds per minute. 
Establishing and maintaining eye contact with another social 
entity is an important indicator of intimacy and interpersonal 
relationship [3, 30]. Although not yet fully validated as a 
measurement of Social presence, a variety of studies have 
found indications for a relation between eye contact and 
this phenomenon [6, 40, 52, 68]. Hence, tracking eye contact 
may provide valuable implications about perceived Social 
Presence [64, 74]. 

• Gaze Frequency (num/min): In relation to participant’s eye 
movements, we additionally measured the number of times 
that participants directed their gaze at their counterpart’s 
face. It was measured from eye tracking data with a sampling 
rate of 60Hz and is depicted in number per minute. This 
measurement allows for gaining a deeper understanding of 
participants’ gaze behavior. 

• Mouth Weight Changes (num/s): We evaluated 38 weight 
measurements collected by the employed VIVE facial tracker 
that each referred to one specifc region of the participants’ 
current mouth position. The measurements were examined 
for changes with a sampling rate of 12Hz. Finally, the mouth 
weight changes were summed up over all 38 mouth-related 
regions to acquire a fnal score. Measuring mouth movements 
based on changes in diferent regions of the mouth is oriented 
on a system of McIntyre et al. [45] which in turn is in line 
with the prominent FACS [13, 14]. Based on this measure 
we derived the level of participant’s mouth movements, and 
whether it changed throughout the study. 

• Head Position Changes (num/s): We examined changes in the 
position of the participant’s head. This measure was sampled 
with 12Hz from the HMD’s positional sensors and is given in 
number of changes per second. We used it to assess whether 
the body movements of the participants changed. 

• Head Rotation Changes (num/s): Based on the same rationale, 
we analyzed head rotation data collected by the HMD with 

Kimmel et al. 

a sampling rate of 12Hz and depicted in number of changes 
per second. 

All behavioral measurements that determine changes in data use 
tolerance values to minimize measurement distortion due to sensor 
noise. All employed tolerances were developed empirically through 
a series of preliminary tests. 

We acquired additional feedback via a custom post-experiment 
questionnaire displayed on a tablet. It comprised of: 

• Manipulation Check: Participants were asked whether they 
noticed changes in the animation of their opponent’s avatar 
using a dichotomous yes/no-question. If changes were de-
tected, participants were additionally asked, which changes 
were noticed using an open question format. 

• Ranking Questions: Three ranking questions were included, 
in which participants were instructed to rank the used facial 
expression types in relation to subjective preference. More 
precisely, participants were asked to order the facial expres-
sion types from most to least favorable for each specifc 
type of explanation (verbal & graphical) as well as for the 
Social VR application in general. In addition, participants 
were asked to justify their rankings in an open question 
format. The ranking questions allowed a direct subjective 
comparison of the employed levels of facial expressions from 
the participant’s perspective. This allowed us to contextual-
ize the behavioral measures and identify underlying causes 
for diferences between them and subjective opinions. In 
addition, opinions about the application, in general, were 
included to detect whether preferences were specifc to the 
employed explanation tasks. 

• Social Interaction Feedback: Finally, participants were asked 
for general feedback about interacting with another social 
entity in the Social VR environment. For this, we used two 
open questions, about their likes and dislikes. 

3.4 Participants 
We recruited 48 participants (17 female, 30 male, and 1 divers) aged 
between 17 and 47 (M: 24.46, SD: 5.05). Most (N = 21) stated that 
they had no previous VR experience, second to most participants 
claimed to have had some VR experience (N = 15) (Median Lik-
ert Score: 2). All participants had normal or corrected-to-normal 
eyesight. Since for each run of the study two participants had to 
interact with each other, it was ensured that both were strangers. 
This ruled out possible existing relationships among participants as 
a confounding variable. Moreover, as the communication was en-
tirely in German, it was ensured that all participants had sufcient 
German language profciency (level C1 or higher). Each participant 
received compensation of 13€ for taking part in the experiment. We 
ensured the complete anonymization of participants by assigning a 
randomized participant ID ranging from 1 to 100. This procedure 
prevented participants from deducing the ID of their interaction 
partner from their own ID, thus invalidating the anonymization. 

3.5 Procedure 
For our experiment, we followed strict hygiene measures to limit 
the risk of infection with the COVID-19 virus. These included regu-
lar ventilation of rooms and disinfection of the equipment. For each 
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Table 1: Median (Md) and interquartile range (IQR) of the three measured factors of the NMSPI using 7-point Likert scales: 
Each factor is subdivided into scores portraying the perception of self, the perception of other, and the combination of both for 
respective factor (Verb.: Verbal, Graph.: Graphical, N.: Neutral Facial Expression, FE.: Eye Movements, M.: Mouth Movements, 
E.&.M.: Eyes and Mouth Movements). 

Co-Presence Perc. Afective Understanding Perc. Emotional Interdep. 
Self Other Combined Self Other Combined Self Other Combined 

Md IQR Md IQR Md IQR Md IQR Md IQR Md IQR Md IQR Md IQR Md IQR 
Verb.-N. 7.00 1.00 6.67 1.08 6.67 1.00 4.67 2.00 4.50 2.00 4.58 2.08 5.00 2.42 4.67 1.75 4.92 2.13 
Verb.-E. 6.67 1.33 6.67 1.67 7.00 0.33 4.67 2.33 4.50 1.67 4.67 2.04 5.00 2.50 5.00 2.42 5.00 2.00 
Verb.-M. 7.00 0.33 7.00 0.67 6.92 0.71 4.67 2.00 4.67 1.83 4.58 1.88 5.00 2.00 5.00 2.00 5.00 2.21 
Verb.-E.&M. 6.67 1.00 6.33 1.08 6.75 1.00 4.67 2.33 4.33 1.75 4.42 2.08 5.00 2.50 4.67 2.67 4.83 2.71 
Graph.-N. 6.67 0.67 6.67 1.00 6.50 1.04 4.67 2.33 4.33 1.75 4.50 2.04 5.00 2.08 4.67 2.08 4.83 2.50 
Graph.-E. 7.00 0.67 7.00 1.00 6.67 1.54 4.67 2.33 4.67 2.00 4.50 1.88 5.00 2.33 5.00 2.08 4.83 2.46 
Graph.-M. 6.83 1.00 6.67 1.00 6.83 0.75 4.50 2.33 4.33 1.67 4.67 2.17 5.00 2.67 4.67 2.67 5.33 2.54 
Graph.-E.&M. 7.00 0.67 6.67 1.00 6.83 1.04 4.67 2.67 4.67 2.33 4.58 2.00 5.33 2.67 5.00 2.33 4.83 1.96 

session, two participants were invited simultaneously. Upon arrival, 
each was guided to a separate room, being each supervised by one 
instructor for the entire experiment. After obtaining informed con-
sent, we briefy explained the experimental procedure and collected 
demographic data. Subsequently, the participants familiarized them-
selves with the control of their avatar in the VR environment during 
a short introductory sequence. Here, they selected one of four pre-
defned avatars with diferent physical features to embody them 
throughout the experiment. Afterward, we calibrated the eye and 
face trackers for the participant’s facial features. During calibration, 
we led participants to believe that the trackers were required for 
correct headset functioning. This ensured that they were unaware 
of the subsequent manipulation of facial expressions prior to the 
experiment. Following successful calibration, the participants en-
tered the VR experiment environment, to get acquainted with their 
interaction partner. Subsequently, the experiment began with two 
short training rounds to practice frst, the verbal and then the graph-
ical explanation. During this training, the participants’ avatars did 
not render any facial expressions. The main experimental proce-
dure began after training completion. After each condition, the 
participants were instructed to fll in the Networked Minds Social 
Presence Inventory within the VR environment. This reduced study 
duration without afecting the validity of the measurement [62]. At 
the end of the study, the participants flled out the post-experiment 
questionnaire. The presented experimental procedure was reviewed 
for ethical compliance by the in-house study board and tested in a 
pilot study with 4 participants. 

3.6 Data Analysis 
The factors co-presence, perceived afective understanding, and per-
ceived afective interdependence of the NMSPI were each analyzed 
concerning the participant’s perception of self, perception of other, 
and by combining both, following the approach of the questionnaire 
guidelines [4]. All data we collected (including behavioral measures) 
proved to be non-parametric (Shapiro-Wilk test: p < 0.05) except for 
the combined perceived afective understanding scores. For this rea-
son, we applied aligned rank transform for non-parametric factorial 
analysis for the assessment of the respective data [15, 71]. Com-
bined perceived afective understanding data exhibited normality 

even after controlling for equality of variance (Levene-Test: p > 0.05), 
skewness (estimate: -0.24), and kurtosis (estimate: -0.54). Thus, they 
were analyzed using a two-way repeated measures ANOVA. For the 
main efect analysis for facial expressions, results were accumulated 
over the types of explanation. For the main efect analysis for types 
of explanation, on the other hand, results were accumulated over 
levels of facial expressions. For post-hoc analysis, we applied con-
trast tests using Tukey correction method. The qualitative data was 
evaluated using MAXQDA [67] and following Kuckartz’s method 
for computer-aided content analysis [37]. 

4 RESULTS 
We found that facial expressions positively infuence Social Pres-
ence in VR environments. This manifests in elevated co-presence 
levels and gaze duration. Regarding co-presence, eye movements 
elicit highest levels in verbal explanations, while mouth movements 
more prominently evoke co-presence in comparison to neutral fa-
cial expressions, when not specifying the explanation type. Gen-
erally, verbal explanations have a higher impact on co-presence 
than graphical. For gaze duration, when verbal explanations are 
combined with both eye and mouth movements, VR partners look 
at each others’ faces the longest. In the following, we outline these 
results and the qualitative fndings in detail. 

4.1 Networked Minds Social Presence Inventory 
The NMSPI scores indicated statistically signifcant diferences for 
co-presence. While verbal explanation generally increased the co-
presence score, we found it to be the highest when combined with 
eye movements. Furthermore, mouth movements outperformed 
no facial expressions in terms of co-presence. An overview of all 
NMSPI results is shown in Table 1 and Figure 3. Subsequently, we 
elaborate on each recorded factor in detail. 

4.1.1 Co-Presence - Combined Score. Participants felt highest co-
presence when mouth movements were presented to a VR partner 
(Md: 6.83, IQR: 0.71), followed by both eye movements (Md: 6.83, 
IQR: 1), and the combination of both (Md: 6.83, IQR: 1). Moreover, 
the feeling of co-presence was the lowest without facial rendering 
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Graphical−Eye&Mouth

Graphical−Mouth

Graphical−Eye

Graphical−Neutral

Verbal−Eye&Mouth

Verbal−Mouth

Verbal−Eye

Verbal−Neutral

−100 −75 −50 −25 0 25 50 75 100
Percentage

Co−Presence 

−100 −75 −50 −25 0 25 50 75 100
Percentage

Perceived Affective 
Understanding

−100 −75 −50 −25 0 25 50 75 100
Percentage

Perceived Emotional 
Interdependence

strongly disagree

disagree

somewhat disagree

either agree or disagree

somewhat agree

agree

strongly agree

Figure 3: Overview of Likert data for each measured factor of the NMSPI: corresponding items were summarized for factors 
co-presence (left), perceived afective understanding (middle), and perceived afective interdependence (right). For each fgure 
stacked bar charts are illustrated per experimental condition. All bars depict the distribution of Likert responses for all 
participants. The distributions combine items referencing perception of self and perception of other. 
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Figure 4: Results of inferential statistical analysis of combined co-presence scores using Analysis of Variance of Aligned Rank 
Transformed Data (ART) and post-hoc contrast tests with Tukey correction: analysis of combined co-presence scores averaged 
over facial expression method (left), and analysis of combined co-presence scores averaged over the types of explanation (right). 
All boxplots show median values, IQR, and outliers (outside 1.5 times the IQR above the upper quartile and below the lower 
quartile). Statistically signifcant diferences among groups are highlighted by brackets and stars (0 < *** ≤ 0.001 < ** ≤ 0.01 
< * ≤ 0.05).

(Md: 6.67, IQR: 1). This fnding was supported by a statistically sig-
nifcant main efect for facial expressions (F (3,329) = 2.65, p = 0.049,
�2 = 0.023). However, the post-hoc analysis has shown that mouth� 
movements induced a statistically higher feeling of co-presence 
compared to neutral facial expressions (p = 0.034) (Figure 4 (left)).
As for the type of explanations, the verbal explanation elicited 
higher combined co-presence scores (Md: 6.83, IQR: 0.71) than the
graphical one (Md: 6.67, IQR: 1.04). This fnding was confrmed
by a statistically signifcant main efect for type of explanation 
(F (1,329) = 3.93, p = 0.048, �2 = 0.011) (Figure 4 (right)). Lastly,� 
the statistical analysis revealed an interaction efect for facial ren-
dering method*type of explanation (F (3,329) = 3.91, p = 0.009, �2� 
= 0.034) (see Figure 6 (left)). The post-hoc analysis revealed that 

eye movements in the verbal explanation elicited higher combined 
co-presence compared to any facial movement with the graphical 
explanation (p = 0.0001), and neutral facial expressions in the verbal
explanation (p = 0.035). Moreover, combined co-presence for mouth
movements in the verbal explanation was statistically higher than 
with eye movements in the graphical task (p = 0.031). All remaining
pairwise comparisons were not statistically diferent. 

4.1.2 Co-Presence - Perception of Self. We did not observe a sta-
tistically signifcant main efect for the perception of self scores 
for the facial rendering methods (F (3,329) = 1.77, p = 0.153). We
discovered that co-presence - perception of self with the verbal 
explanation (Md: 7, IQR: 0.67) elicited increased perception of self
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Table 2: Summary of descriptive analysis per combination of rendered facial expression and type of explanation (Verb.: Verbal 
Explanation, Graph.: Graphical Explanation): The table includes means (M) and standard deviations (SD) for Gaze Duration 
(in seconds per minute), Number of Gazes (in number per minutes), Mouth Weight Changes (in number per seconds), Head 
Position Changes (in number per seconds), and Head Rotation Changes (in number per seconds). 

Gaze 
Duration 
(s/min) 

Gaze 
Frequency 
(num/min) 

Mouth Weight 
Changes 
(num/s) 

Head Position 
Changes 
(num/s) 

Head Rotation 
Changes 
(num/s) 

M SD M SD M SD M SD M SD 
Verb.-N. 9.63 6.90 15.35 9.63 66.55 33.56 10.98 3.43 20.00 4.04 
Verb.-Eyes 10.29 7.69 15.65 9.74 64.68 34.19 10.83 3.22 19.97 4.08 
Verb.-Mouth 12.66 8.19 16.71 10.14 68.15 33.16 10.52 3.07 19.45 3.77 
Verb.-Eyes&Mouth 14.19 8.50 16.19 9.49 62.86 35.35 10.63 3.05 19.37 3.63 
Graph.-N. 0.57 0.87 1.56 1.56 56.24 30.32 9.15 1.92 15.89 2.69 
Graph.-Eyes 0.84 0.97 1.98 2.06 55.43 29.25 9.33 1.92 16.02 2.69 
Graph.-Mouth 1.00 1.14 2.13 2.23 54.34 30.22 9.53 1.68 16.22 2.33 
Graph.-Eyes&Mouth 1.21 2.09 1.80 2.07 57.67 31.29 9.28 1.71 15.92 2.48 

co-presence compared to the graphical task (Md: 7, IQR: 1.05). A
statistically signifcant main efect supported this fnding (F (1,329)
= 6.33, p = 0.0123, �2 = 0.019). Furthermore, the statistical analysis� 
showed an interaction efect for facial rendering method*type of 
explanation (F (3,329) = 4.01, p = 0.008, �2 = 0.035). Post-hoc con-� 
trast tests revealed that eye movements in the verbal explanation 
resulted in increased co-presence compared to eye movements (p
< 0.0001) and neutral facial expressions in the graphical task (p =
0.0012). Moreover, the verbal task with only mouth movements 
statistically signifcantly increased co-presence compared to the 
graphical task with only eye movements (p = 0.034). All remaining
pairwise comparisons were not statistically diferent. 

4.1.3 Co-Presence - Perception of Other. As for the co-presence -
perception of other scores, we observed that mouth movements 
(Md: 6.83, IQR: 1) have induced more perception of other than
methods (Md: 6.67, IQR: 1). This result is confrmed by a statistically
signifcant main efect for facial rendering method (F (3,329) = 2.64, p
= 0.049, �2 = 0.024). The post-hoc analysis concluded that there was� 
a statistically signifcant diference between rendering solely mouth 
movements and neutral facial expression (p = 0.046). Considering
the co-presence - perception of other score in terms of type of 
explanation, no diferences between the levels are apparent (Md:
6.67, IQR: 1 for all levels). Consequently, no main efect was observed
regarding type of explanation (F (1,329) = 2.21, p > 0.05). Finally,
we found an interaction efect for facial rendering method*type of 
explanation (F (3,329) = 3.47, p = 0.016, �2 = 0.031). The post-hoc� 
analysis disclosed that the verbal task with just eye movements 
entails higher co-presence - perception of other scores than the 
graphical task with eye movements (p = 0.0006) and the graphical
task with neutral facial expressions (p = 0.0003). Additionally, mouth
movements in the verbal task outperform neutral facial expressions 
in the graphical task (p = 0.0322).

4.1.4 Perceived Afective Understanding & Interdependence. The 
scores were analyzed in terms of perception of self, perception of 
other, and in combination. Our analysis, however, did not reveal 

statistically signifcant main and interaction efects (p > 0.05), mak-
ing the scores comparable across all facial rendering methods and 
types of explanation. 

4.2 Behavioral Measures 
From the behavioral measures, we discovered that the eye and 
mouth movements generally entailed longer gaze duration com-
pared to other facial expressions. Furthermore, verbal task for both 
eye and mouth movement results in the longest time looking at 
the partner’s face. However, the frequency of glances at the oppo-
nent’s face did not change based on the facial expressions. Moreover, 
verbal expressions outperformed graphical ones in terms of gaze 
frequency, summed-up mouth weight changes, and head position 
and rotation. The summary of results is shown in Table 2. In the 
following, we present the results in detail. 

4.2.1 Gaze Duration. Our results indicated that participants di-
rected their gaze the longest at their partner’s face when both eye-
and mouth movements were rendered (M: 7.7, SD: 8.97), followed
by sole mouth (M: 6.83, SD: 8.25) and eye movements (M: 5.56, SD:
7.23). Moreover, participants spent a shorter time looking at their 
opponents with neutral facial expressions (M : 5.1, SD: 6.67). These
fndings are supported by a statistically signifcant main efect for 
facial expressions (F (3,329) = 22.11, p < 0.0001, �2 = 0.168). Post-hoc� 
analysis indicated that eye- and mouth movements entailed an in-
crease in gaze duration compared to eye movements (p < 0.0001),
and neutral facial expressions (p < 0.0001). Furthermore, mouth
movements alone proved to be signifcantly distinct from render-
ing just eye movements (p = 0.0038) and neutral facial expressions
(p < 0.0001) (Figure 5 (left)). Over all expressions, the gaze dura-
tion in the verbal explanation (M: 11.7, SD: 7.99) is higher than in
the graphical explanation (M: 0.90, SD: 1.36). The main efect was
statistically signifcant (F (1,329) = 1224.77, p < 0.0001, �2 = 0.788).� 
Additionally, we identifed a statistically signifcant interaction ef-
fect for facial expression method*type of explanation (F (3,329) =
15.420, p < 0.0001, �2 = 0.123) (Figure 6 (right)). Post-hoc analysis� 
indicated that verbal explanation entails increased gaze duration for 
all facial expressions compared to the graphical explanation task (p
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Figure 5: Results of inferential statistical analysis of gaze duration data using ART and post-hoc contrast test with Tukey 
correction: analysis of duration of gaze on opponents face averaged over facial expression methods (left), and analysis of 
duration of gaze on opponents face averaged over type of explanation (right). All boxplots show median values, IQR, and 
outliers (outside 1.5 times the IQR above the upper quartile and below the lower quartile). Statistically signifcant diferences 
among groups are highlighted by brackets and stars (0 < *** ≤ 0.001 < ** ≤ 0.01 < * ≤ 0.05). 
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Figure 6: Line graph visualizations of interaction efects for facial expression*type of explanation: Interaction for combined 
co-presence score (left), and interaction for gaze duration (right). Both fgures include one line depicting the respective measure 
for verbal explanation (blue) and one for graphical explanation (grey) per each facial expression method. Efects were evaluated 
using ART and post-hoc contrast tests with Tukey correction. 

< 0.0001). Furthermore, the performance of the verbal task with eye-
and mouth movement elicited signifcantly increased gaze duration 
compared to the verbal explanation with solely eye movements (p
= 0.028) or neutral facial expressions (p = 0.0014).

4.2.2 Gaze Frequency. We did not observe a statistically signifcant 
diference in the gaze frequency among neutral facial expressions 
(M: 8.46, SD: 9.75), eye movements (M: 8.81, SD: 9.81), mouth move-
ments (M: 9.42, SD: 10.35), and their combination (M: 8.99, SD: 9.95) 
(F (3,329) = 0.76, p > 0.05). However, for the types of expressions, we
found that the verbal explanation (M: 15.97, SD: 9.69) entailed an 
increased gaze frequency compared to the graphical task (M: 1.87, 
SD: 1.99). This fnding is supported by a statistically signifcant 
main efect (F (1,329) = 1471.05, p < 0.0001, �2 = 0.817). Lastly, an� 

interaction efect for facial expression type*type of explanation was 
not statistically signifcant (F (3,329) = 0.499, p > 0.05).

4.2.3 Mouth Weight Changes. For the sum of mouth weight changes, 
we found no signifcant main efect for facial expressions (F (3,329) =
0.35, p > 0.05). No facial rendering (M : 61.39, SD: 31.99), rendering of
eye (M: 60.05, SD: 9.81) and mouth movements (M: 61.24, SD: 32.23), 
and the combination of both (M: 60.27, SD: 33.31) were comparable 
to mouth movements. As for the type of explanation, we observed 
a diference in mouth weight changes. Performing the verbal ex-
planation (M: 65.56, SD: 33.87) entailed more mouth movements 
than the graphical explanation (M: 55.92, SD: 30.07). This deviation 
was found to be signifcant by both a statistically signifcant main 
efect (F (1,329) = 57.07, p < 0.0001, �� 

2 = 0.148) and post-hoc pairwise
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Table 3: Summary of ranking question results: For verbal explanation, graphical explanation, and Social VR applications in 
general the number of times that a rank was assigned per facial tracking method is displayed. 

Verbal Explanation Graphical Explanation In General 
# Rank 1 # Rank 2 # Rank 3 # Rank 4 # Rank 1 # Rank 2 # Rank 3 # Rank 4 # Rank 1 # Rank 2 # Rank 3 # Rank 4 

Neutral 7 4 7 30 18 5 6 19 4 4 11 29 
Eyes 7 14 16 11 6 18 15 9 6 17 17 8 
Mouth 4 20 17 7 2 17 16 13 3 20 16 9 
Eyes&Mouth 30 10 8 0 22 8 11 7 35 7 4 2 

comparison among the groups (p < 0.0001). An interaction efect
for facial expression method and type of explanation is not present 
(F (3,329) = 0.499, p > 0.05).

4.2.4 Head Position. There was no signifcant main efect for changes 
in head position in terms of facial expressions (F (3,329) = 0.07, p >
0.05): No facial rendering (M:10.07, SD: 2.92), eye movements (M:
10.078, SD: 2.74), mouth movements (M: 10.023, SD: 2.51), and the
combination of them (M: 9.96, SD: 2.56). However, verbal explana-
tion (M : 10.74, SD: 3.17) with graphical explanation (M : 9.32, SD: 1.8)
showed diferences in a statistically signifcant main efect for type 
of explanation (F (1,329) = 54.24, p < 0.0001, �2 = 0.142). This was� 
further supported by a statistically signifcant deviation found with 
post-hoc analysis (p < 0.0001). There was no interaction efect for
facial expression method*type of explanation identifable (F (3,329)
= 1.66, p > 0.05).

4.2.5 Head Rotations. Analysis of the head rotations indicated 
no deviations for neutral facial expression (M: 17.94, SD: 3.99),
eye movement (M: 17.99, SD: 3.96), mouth movement (M: 17.83,
SD: 3.51), and their combination (M: 17.64, SD: 3.54). The absence
of a statistically signifcant main efect underpinned this notion 
(F (3,329) = 0.07, p > 0.05). The efect of head rotations on the type of
explanation, on the other hand, revealed that the verbal explanation 
(M : 9.96, SD: 2.56) resulted in more head rotations than the graphical
one. This was further supported by a statistically signifcant main 
efect for type of explanation (F (1,329) = 302.68, p < 0.0001, �2 =� 
0.48), and the detection of a signifcant diference doing pairwise 
comparison (p < 0.0001). We did not detect any interaction efects
for facial expression method*type of explanation with regards to 
head rotations (F (3,329) = 1.37, p > 0.05).

4.3 Qualitative Feedback 
Overall, we found that less than half of the participants noticed 
the changes in the animation of their partner’s avatar. Still, when 
presented with the choice, participants most often preferred the 
presence of both eye and mouth movement independent of the 
performed type of explanation but for diferent reasons. Partici-
pants looked more frequently at each other for verbal explanations 
to connect with them visually, i.e., look each other in the eyes. 
Participants focused more on the task than their partners for the 
graphical explanation. However, even here, they underlined the 
importance of having a fully animated avatar. According to the 
participants, this would increase the realism of the VR simulation, 
allow them to observe and recognize their partner’s efort to solve 
the task through their facial expressions, and avoid life-less awk-
ward staring in situations of looking at each other. An overview of 

the assigned ranks per facial expression method and per type of 
explanation is depicted in Table 3. 

A majority of participants (N = 28) did not notice the anima-
tion manipulation. The remaining participants recognized changes 
in “mouth” movements (16x), “eye” movements (6x), and general 
“mimics” (2x) of their partner’s avatar. 

4.3.1 Eye and Mouth. Although so few participants even noticed 
the animations, they preferred the combination of eye and mouth 
movements. As shown by the comments about the individual cues 
and their combination, facial expressions contributed content about 
the other’s emotional state and attention, making the interaction 
feel more life-like. In efect, conditions without any facial expres-
sions were ranked the lowest for both explaining types and the 
general VR experience (see Table 3). Participants stated “it felt most 
realistic when eyes and mouth were moving accordingly” (P98). In 
particular, eye and mouth movements helped recognize feelings and 
emotions during the interaction (P16, P94, P97, P23, P100). Accord-
ingly, one participant stated, “eye and mouth movements clearly 
increased my awareness of the feelings of my counterpart” (P16). 
Even in the non-verbal context of graphical explanation, providing 
both eye and mouth movements was described as helpful for un-
derstanding the other’s emotions (P4, P16, P64, P83). For example, 
P98 mentioned that “just to maintain realism, I would prefer a fully 
animated face (eye + mouth)”. 

4.3.2 Mouth. Mouth animations were ranked second for the verbal 
task and the general experience (see Table 3). Participants described 
mouth movements as helpful “to see what the other person says” 
(P48) and to notice whether the other person was happy (P55, P69, 
95). This did not just occur for the verbal explanation task. For 
instance, regarding the graphical explanation, P61 stated: “when 
painting, the mouth movements show a little more efort of the 
counterpart”. 

Being able to detect their opponent even led some participants 
to mirror them. P95 stated, for instance: “The mouth grinned, that 
made me grin too” and P69 mentioned that “shared laughter unites”. 
Interestingly, one participant disagreed, stating that “only mouth 
movements do not help, since no feelings are transported through 
them” (P82). Similarly, other participants also criticized the depicted 
mouth animations. Several participants stated that they were not 
yet satisfed with the quality of mouth animations (P73, P42, P35, 
P60) and that mouth movements looked “unnatural” (P35, P72) and 
“uncanny” (P1, P90). One participant said for instance that “mouth 
animations could have been more expressive” (P82). Others stated 
that they found mouth movements to be “distracting” (P60, P61). 
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4.3.3 Eyes. The eye animations were ranked second for the graphi-
cal task and third for the verbal explanation and general experience 
(see Table 3). Several participants noted that eye movements allowed 
them to notice where their opponent directed their attention (e.g. 
P76, P89). Eyes aided in determining whether they were currently 
addressed (e.g. P49, P76). Further, eye motions exposed thought pro-
cesses, for instance by symbolizing “that one looks upwards while 
thinking” (P34). Moreover, participants stated that eye movements 
made the social interaction feel more natural and realistic (e.g. P61, 
P72). For instance, even when asked regarding the graphical expla-
nation, P92 stated: “Eyes are important. Otherwise, people stare at 
each other lifelessly.”. Yet, individuals criticized graphic quality as 
low (P58), making eye movements “not noticeable” enough (P94). 
Also, one participant felt the depicted eye movements to be “irritat-
ing” (P50). Lastly, for several participants, eye movements did not 
facilitate the completion of the explanation tasks (P32, P94, P96). 

4.3.4 (Social) Interaction. The drawing task shifted the focus onto 
the tablet. As a result, facial animations were less important for 
graphical explanations for several participants (e.g., P2, P39, P12, 
P3, P49, P48). One participant stated: “I only looked at the drawing 
sheet. I probably would not even have noticed a crying counterpart” 
(P55). Participants acknowledged several downsides of interacting 
within the Social VR application. Several comments described facial 
animations as unrealistic and unsuitable for social interaction (P82, 
P55, P97). Some considered body tracking error-prone (P49, P42). 
This resulted for instance, in “hands constantly sliding through 
one’s own body or the table” (P49). Additionally, some participants 
noted “latency being present in the acoustic transmission” (P76). 
Moreover, several participants described the questionnaire in some 
parts as cumbersome to operate (e.g. P94, P100) and that displaying 
it repeatedly throughout the study broke their presence in the VR. 
Also, the compulsory interaction with a stranger felt uncomfortable 
for some participants. P46 stated, for instance, that it was “quite 
strange to talk to (and see) a person you don’t know at all”. 

Nevertheless, most participants were fond of the interaction in 
the Social VR environment, feeling “much closer [to the counter-
part] than during a video call” (P48). In efect, participants felt as if 
“their counterpart was with [them] in the room” (P72) and “standing 
at the other side” (P61). This closeness even resulted in communica-
tion partners sensing “sympathy” (P46) and sharing emotions: “we 
laughed together even though we were strangers.” (P60). Further, 
several participants characterized the interaction as realistic and 
natural (P98, P32, P54, P1), mainly due to visible body movements 
such as “waving” (P95, P13). Overall, participants described the 
experiment as an immersive experience, stating that “one could 
almost forget that one is in the real world” (P82) and that “one 
thought one was talking to a real person” (P4). 

5 DISCUSSION 
Our fndings show that facial expressions positively impact So-
cial Presence levels. Rendering mouth movements signifcantly 
increases co-presence in comparison to neutral facial expressions. 
When performing verbal explanations, rendering eye movements 
elicits highest co-presence. Lastly, verbal explanations generally 
entail higher Social Presence than graphical ones. Moreover, an 
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animated avatar with eyes and mouth rendering increases its re-
alism, refects the partner’s efort of solving a task through facial 
expressions, and avoids life-less awkward staring. In the following, 
we discuss two main deductions from our fndings: First, facial 
expressions infuence Social Presence in an - at least partially -
subconscious manner. Second, this efect depends on the type of 
explanation. As a result, we derive several design recommendations 
to increase Social Presence as well as limitations. 

5.1 Let’s Face It: Facial Expressions Increase 
Social Presence 

Our results suggest that perceived Social Presence is infuenced by 
facial expressions in Social VR settings (RQ1). The scores of the 
NMSPI demonstrate an increase in co-presence relative to neutral 
expressions when providing facial expressions, particularly mouth 
movements. Interestingly, when subdividing co-presence scores in 
perception of self and perception of other, we see this efect only 
with regards to perception of other. In other words, facial expres-
sions do not afect a user’s own feeling of co-presence. However, 
users assume that their counterpart perceives higher co-presence 
in a system with mouth movements. It is also notable that, unlike 
mouth movements alone, the combination of eyes and mouth move-
ments is not signifcantly diferent from neutral facial expressions 
regarding co-presence. This may be due to an attention split. When 
both eye and mouth movements are displayed, two nonadjacent 
visual features compete for the user’s limited attention resource. 
Focusing on both facial movements could limit the efect that mouth 
movements exert. 

When interpreting the remaining scores of the NMSPI, there are 
no indications that facial expressions support the comprehension 
of the counterpart’s emotions. The qualitative feedback, however, 
paints a diferent picture. Several participants stated that combining 
eye and mouth movements made them more aware of their part-
ner’s feelings. For some, this awareness altered their own afective 
state and perceived realism of the interaction. This observation 
aligns with insights from communication psychology, which re-
gard facial expressions as signifcantly important for conveying 
and interpreting emotions [2]. In our evaluation, more participants 
associated this higher emotional salience with mouth movements 
than eye movements. Overall, most preferred the combination of 
mouth and eye animations. Moreover, we found that integrating fa-
cial expressions infuences the time spent looking at the face of the 
interaction partner and the interpretation about their task-solving 
efort. Displaying conjunction of eye and mouth movements entails 
the longest gaze duration, followed by the sole rendering of mouth 
movements, then, the rendering of eye movements. With neutral 
facial expressions, participants spend the least time looking at their 
opponent’s face. We interpret these reactions towards facial expres-
sions as a sign of directed attention and, in line with related work 
[3, 30], more intimacy among users. 

Our evaluation provides powerful implications on how facial 
expressions afect perceived Social Presence. From these, we con-
clude that rendering a combination of eye and mouth movements 
entails the largest positive impact on Social Presence. Considering 
the facial expressions independently of the types of explanation, 
the infuence of mouth movements seems to be more pronounced 



                     

           
          

           
         

         
          

           
             

         
         

            
        

        
          

          
            

         
        
        

    

    
           

         
         
        

           
       

         
         

          
           
         

         
           

           
           

        
          
           
           

        
         

           
         
       

         
        

          
          
        
           

  
         

        
          

          
           

         
          

          
              

          
          

       
         

         
         
          

        
            

         
         

        
       

            
        

           
       

          
          
            
           

           
           

  

     
          

         
        

        
       

       
       

      
         
    

          
          
         

    
        

         
       
    

       
      

        
       

         

Let’s Face It: Influence of Facial Expressions on Social Presence in Collaborative Virtual Reality CHI ’23, April 23–28, 2023, Hamburg, Germany 

than of eye movements. We argue that these outcomes are rooted 
in a change in mutual awareness when presented with facial ex-
pressions. We base this assumption on two fndings: The time spent 
looking at the counterpart’s face increased, which refects more 
attention being devoted to the counterpart. Moreover, we detected 
a change in co-presence - a factor highly dependent on “the de-
gree of mutual salience” [5]. We additionally argue that this impact 
is, at least partly, of implicit nature: Only less than half of the 
participants noticed a change in facial animations throughout the 
experiment. Yet, when facial expressions are present, users tend 
to direct their gaze longer at their opponent’s face but not more 
frequently. This results in increased gaze duration, co-presence 
levels, and consequently, higher Social Presence. In combination 
with the lack of awareness, these fndings point to underlying sub-
conscious processes. This fnding aligns with the results of other 
research projects, such as Oh et al. [54]. Both of these presumptions 
reveal diverse research potentials and should be explored in fur-
ther research projects. Furthermore, future work should illuminate 
why the above-depicted discrepancy between the quantitative and 
qualitative feedback is found. 

5.2 Explain Yourself... Verbally 
For our evaluation, we employed explaining as a catalyst for social 
interaction. In efect, both types of explanation were generally at-
tributed with high Social Presence scores, indicating a successful 
selection. Nevertheless, our results suggest that verbal explanation 
is better at generating a sense of Social Presence than a graphi-
cal one. While perceived afective understanding and interdepen-
dence scores were comparable among both types of explanation, 
co-presence scores are higher for verbal explanation. Looking at 
the co-presence score subdivided into the perception of self and 
perception of others, it becomes apparent that this result is mainly 
attributable to self-perception. In other words, the type of explana-
tion primarily infuences how one assesses their own co-presence 
but not how the co-presence of their counterpart is estimated. This 
efect can be ascribed to the difering focus on the interaction part-
ner, seen by large deviations in gaze duration and gaze frequency 
between verbal and graphical explanation types. We acknowledge 
that within the scope of this experiment, we exclusively analyzed vi-
sual focus directed at faces. However, analyzing gazes at other body 
parts below the face, e.g., hand movements, is a promising future 
research direction, especially for graphical tasks. The observation 
further refects that verbal and graphical explanation types difer 
in the number of body movements they elicit. We conclude this 
was due to verbal explanation encouraging more gestural behavior 
than graphical explanation, which required precise movements. 
Furthermore, as a graphical explanation requires few spoken words, 
verbal explanation also induces more mouth movements. Further 
research is needed to better understand these infuences of verbal 
and graphic tasks on Social Presence and their underlying causes. 
For instance, accompanying graphical tasks with more present ver-
bal instructions could alter the efect that graphical tasks exert on 
Social Presence. 

Types of explanation determine whether and to what extent 
facial expressions entail Social Presence. The verbal explanation 
enhances the efect of facial expressions on Social Presence, while 

the graphical one reduces it (RQ2). Moreover, the types of explana-
tion even afect which of the facial expressions are more prominent. 
While in general, mouth movements were more signifcant for in-
creasing co-presence, in combination with the verbal task type eye 
movements elicited highest co-presence. We argue that this is due 
to the fact that in a task that shifts a user’s focus directly onto 
their counterpart, such as in the verbal explanation task, eye move-
ments can be perceived better and thus gain greater importance 
for non-verbal communication. These presented interaction efects 
demonstrate the importance of the explanation type for shaping 
the experimental outcome. In more general terms, when evaluating 
how to increase Social Presence, other system characteristics (e.g. 
type of social interaction, technological properties, etc.) need to be 
considered. This fnding is particularly noteworthy, regarding the 
diverse outcomes of related work in the feld of facial animation for 
Social VR. Some authors produced signifcant increases in Social 
Presence levels across diferent smile conditions [54]. Yet, other 
approaches that rendered user facial expressions, reported purely 
qualitative tendencies of increasing Social Presence, lacking statisti-
cal signifcance [25, 55]. Our results propose a probable cause for the 
diverse outcomes and inconsistencies among many research eforts 
in the Social Presence domain, that did not ensure such comparable 
system characteristics. Accordingly, future research would beneft 
from greater consistency. This argumentation aligns with Oh et al. 
for whom “it would be benefcial to consider boundary conditions” 
for future research in the feld of Social Presence [53]. Moreover, as 
our work illustrates how the impact of facial expressions is shaped 
by the type of collaboration, other forms of collaboration should be 
included in future work, i.e., usage of interactive tools and purely 
gesture-based collaboration. 

5.3 Designing for Social Connectedness 
The motivation of this work was to enhance connectedness among 
people by increasing Social Presence in Social VR applications. 
Grounded in our empirical analysis previously discussed, we pro-
pose the following design recommendations applicable for (future) 
Social VR developers to increase Social Presence: 

(1) Integrate real-time tracked facial expressions. When strug-
gling with restricted networked capacities, prioritize mouth 
movements over eye movements. Following this recommen-
dation will change how the user estimates their counterpart’s 
feeling of Social Presence. 

(2) Use collaboration tasks that entail an increased amount of 
visual focus directed at the interaction partner, such as our 
verbal explanation. Doing so will enhance a user’s own per-
ception of Social Presence. 

(3) Combine real-time tracked facial expressions with such col-
laboration tasks (i.e. verbal explanation). It will boost the 
impact that facial expressions - particularly eye movements 
- entail on Social Presence. 

The following fctional application scenario exemplifes how 
these design recommendations may be implemented. 

Example - Developing a Social VR application for joint 
development sessions for architects and contractors: Tom 
is a developer of VR applications. An architecture frm 
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hired him to develop a Social VR application for col-
laborating with contractors. His task is to connect 
employed architects remotely with hired contractors 
for joint development sessions. A core functionality 
of Tom’s application should be to sketch and create 
designs collaboratively using a sketching desk. For 
the users, completing this design requires little focus 
on their counterparts. Knowing it would beneft the 
collaboration, Tom aims to make users feel as socially 
present as possible. He deduces from our design rec-
ommendations that additional collaboration phases 
should be implemented. Here, the application directs 
the collaborators’ focus away from the sketching desk 
and toward their counterparts. In practice, Tom inte-
grates a feature that disguises the sketch desk after 
a fxed time frame and encourages users to discuss 
their developments verbally. Afterward, the sketch-
ing continues. During these phases, Tom concludes 
that the tool should integrate real-time tracked facial 
expressions to increase the feeling of Social Presence 
further. Because the hired contractors often live in 
rural areas without access to high-end VR systems, 
Tom assumes limited system or network resources. 
Thus, if his application detects scarce resources, it is 
programmed to prefer mouth movements over other 
facial expressions. 

As emphasized by this scenario, our fndings are highly transfer-
able and relevant for applications such as (business) communication 
technologies, (social) games, virtual collaboration settings, or edu-
cation. Developers will better understand when to render and avoid 
facial expressions based on the context. This can facilitate a better 
system performance, similar to not rendering occluded objects. By 
implementing these recommendations, we deduce that future VR 
systems will need to incorporate sensor technologies to capture 
users’ faces. Recently introduced VR HMDs, e.g. the HP Reverb G2 
Omnicept [11] and the Meta Quest Pro [47], already integrate eye 
and mouth sensors as embedded in our prototype. Yet, these HMDs 
require a connection to a high-performance computer or are still 
costly. This limits their mobility and/or large-scale applicability. In 
contrast, our system presents a solution to animate VR avatars with 
facial expressions without needing high-performance computers 
and high costs. As a drawback, it required a large number of cus-
tomization eforts. To make such a system more accessible, future 
afordable, and mobile of-the-shelves VR HMDs should integrate 
eye and mouth trackers. Once this is the case, Social VR applications 
integrating facial expressions can bring people "closer" together 
in work and private life. Moreover, future research should invest 
in more accurate and subtle representations of facial expressions, 
such as eyebrow movements, frowning, or wrinkles around one’s 
mouth and nose. Fine-grained expressions have the potential to 
afect Social Presence even further. How and in which combination 
they map onto individual aspects of Social Presence needs to be 
explored in the future. 

Furthermore, in terms of increasing perceived Social Presence, 
future systems could also beneft from modifying avatars’ facial ex-
pressions based on users’ emotions. Future VR system could analyze 
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users’ biosignals, such as heart rate variability, electroencephalog-
raphy, galvanic skin conductance, or saliva, and derive emotions 
from them in real-time. Thus, using afective computing approaches 
might be highly applicable to further increase expressiveness of 
avatars’ facial expressions in the future. 

6 LIMITATIONS 
In most of this paper, we consider Social Presence desirable in So-
cial VR. Yet, Social Presence may also be unfavorable in particular 
application domains (e.g., when anonymity is of importance) or 
with particular user groups (e.g., those feeling discomfort during 
social interactions) [53]. In these cases, the provided design recom-
mendations do not apply. For such circumstances, we consequently 
propose: Developments should refrain from employing facial ex-
pressions. Instead, a task that allocates the user’s focus away from 
the interaction partner, such as our graphical explanation, may 
be favorable. Choosing verbal and graphical tasks for maintaining 
comparability provided an additional limitation. Particularly dur-
ing graphic explanation, participants frequently leaned over the 
drawing table, and their focus was often not directed towards their 
opponent, but on the drawing tablet. Allowing a stronger focus on 
their opponent during this task, e.g. by positioning the drawing 
tablets in a higher, angled position, or by using a whiteboard for 
joint drawing, could therefore result in further conclusions regard-
ing the efect of facial expressions in graphic tasks. Employing 
other explanation activities, such as pantomimic ones, in which 
non-verbal cues are more explicit, might also reveal additional 
implications of facial expressions in Social Presence. During our 
evaluation, we found that the VIVE facial tracker used for tracking 
and measuring mouth movements is still in its early development 
and is primarily designed for entertainment purposes. Accordingly, 
it lacks a uniform calibration procedure. We implemented our own 
calibration sequence for the evaluation. Notably, this required in-
structors to calibrate the facial tracking mechanism by eye. As 
we employed a within-study design, this should not impact the 
data quality of the presented research. Still, future facial tracking 
systems would beneft from integrating a more standardized cali-
bration procedure for their sensors. In addition, the range of facial 
expressions displayed was limited in our setup. Other hardware 
systems, such as the Meta Quest Pro [47], which can also display 
changes in eyebrows, facial wrinkles, and further additional facial 
animations, could have provided additional interesting fndings. 
However, due to the high cost of this hardware, this would also 
limit the transferability of the results to today’s average social VR 
user. Lastly, our apparatus only provided four pre-defned avatars 
as embodiment choices for participants. It is ambiguous whether 
a more individualized user representation would have impacted 
the study results. Nevertheless, several participants stated in the 
qualitative feedback that they felt highly embodied in our Social VR 
application. Thus, we argue that our fndings still present valuable 
insights about the impact of facial expressions on Social Presence. 

7 CONCLUSION 
In this paper, we investigated four types of facial expressions for 
two collaborative types of explanation in Social VR. To assess the 
impact of the proposed facial expressions and types of explanation 



                     

          
         

        
         

         
         

        
        

        
       

           
           

   

 
          
          

          
           

          
 

 
           

         
           

 
            

        
        

       
             

           
          

  
             

          
    

             
           

     
             

         
           

          
            

 
        

       
       

        
            

       
 

             
            

        
  

          
 

           
           
     

 
           

 
              

           
      

             
          

   
               

 
             

           
           

  
             

          
            

          
  

              
       

              
  

          
            

         
           

        
 

             
           

          
   

            
           

    
            

          
           

    
           

            
           

         
     

             
        

           
   

     
 

            
          

          
 

             
        

           
 

      
 

             
        

     
             

               
          

  
          

           
       

              
           

 
              

            
            

 
           
           

          
  

Let’s Face It: Influence of Facial Expressions on Social Presence in Collaborative Virtual Reality CHI ’23, April 23–28, 2023, Hamburg, Germany 

on Social Presence, we conducted a controlled lab evaluation with 
48 participants. Our results revealed that verbal explanation entails 
higher Social Presence than graphical explanation in collaborative 
Social VR, independent of the facial expression type. Moreover, 
we discovered that the type of facial expressions infuences per-
ceived Social Presence in Social VR settings, particularly regarding 
co-presence. We found that rendering mouth movements elicited 
higher co-presence than neutral facial expressions regardless of 
explanation type. However, rendering eye movements elicited the 
highest co-presence when performing verbal explanations. Lastly, 
we found that users directed their gaze at an interaction partner’s 
face within Social VR the longest when both eye and mouth move-
ments were rendered. 
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