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Figure 1: Overview of four operation modes: (a) Handle Mode is similar to a traditional remote control, but using touchpad
and trigger, (b) Lab Mode uses interactive levers and a virtual screen, (c) Remote Mode is similar to Handle Mode but with added
autonomous navigation to a way-point, (d) UI Mode amenu with buttons controlling the robot and the an autonomous “follow
me” mode

ABSTRACT
Rescue robots have been extensively used in crisis situations for
exploring dangerous areas. This exploration is usually facilitated
via a remote operation by the rescue team. Although Virtual Reality
(VR) was proposed to facilitate remote control due to its high level
of immersion and situation awareness, we still lack intuitive and
easy-to-use operation modes for search and rescue teams in VR
environments. In this work, we propose four operation modes for
ground-based rescue robots to utilize an efficient search and rescue:
(a) Handle Mode, (b) Lab Mode, (c) Remote Mode, and (d) UI Mode.
We evaluated these operation modes in a controlled lab experiment
(N = 8) in terms of robot collisions, number of rescued victims, and
mental load. Our results indicate that control modes with robot
automation (UI and Remote mode) outperform modes with full
control given to participants. In particular, we discovered that UI
and Remote Mode lead to the lowest number of collisions, driving
time, visible victims remaining, rescued victims, and mental load.
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1 INTRODUCTION
Natural disasters, such as earthquakes or tsunamis, have remain
a serious threat to human life and property. Moreover, given the
changes caused by global warming, the number of disasters, their
severity, and complexity have gradually increased over the last
years [3]. Thereby, if such a disaster occurs, the first 51 hours are
crucial for rescue teams [1], however, the unstructured environment
of disaster sites makes it often difficult to work quickly, efficiently,
and – in particular – safely.

To reduce the risks for first-responders, modern rescue teams
typically employ rescue robots. Such robots have high mobility, can
search continuously for victims or hazards, and map the terrain in
the area of their operation using a high number of integrated sen-
sors. While static approaches exist [24] robots offer great versatility,
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and can even replace human rescuers [15] in order to reduce life
risks and injuries caused by secondary collapses or other accidents
following the initial disaster. However, this requires the operators
to control the robots remotely from a safe distance. Current se-
tups for a remote robot control employ traditional 2D displays, a
mouse and a keyboard or joysticks which often leads to mentally
demanding switching between the 2D space of the display and the
3D location of the robot [7]. This additional mental load increases
the operators’ exhaustion, which leads to more errors or shorter
operating sessions.

To improve the existing interaction setup for rescue teams pre-
vious research has proposed novel solutions, which include mo-
bile devices [6, 33], gesture recognition [8, 27, 36], facial voice
recognition [32], adopting eye movements [20], Augmented Real-
ity (AR) [35] and Virtual Reality (VR) [23]. With such approaches,
the robots take an assistant role rather than a tool, allowing the
operator to act independently. In particular, VR has gained much at-
tention due to its high immersion, which facilitates easy adaptation
of established control methods. For example, first steps towards
VR in combination with Light Detection and Ranging (LiDaR) have
been taken [41], however, there is still a lack of understanding of
efficient interaction techniques in VR setups without introducing
additional mental load for operators [9].

In this paper, we evaluated four operation modes for ground-
based robots in VR environment. These modes include (a) Handle
Mode, (b) Lab Mode, (c) Remote Mode, and (d) UI Mode (cf. Fig. 1).
Hereby, Lab Mode is based on existing approaches, using direct
control and robot’s camera for orientation. The other three modes
feature an external view, allowing users to explore the area inde-
pendently from the robot, thus removing the need to navigate the
robot to an interesting area in order to get a better look. Addition-
ally, Handle Mode, Remote Mode and UI Mode increasingly shift
the responsibility for navigation towards the robot. With Handle
Mode still using direct control, Remote Mode using way-points and
autonomous navigation, and UI Mode having the robot automati-
cally follow the user. To investigate the proposed four operation
modes, we conducted a user study (N = 8) in a controlled lab set-
ting, simulating a potential disaster environment supported by a
rescue robot in VR. As part of our results, we found that modes
with robot automation (UI and Remote) outperformed modes where
participants had to take full control of the robot. In particular, we
discovered that UI and Remote modes lead to the lowest number
of collisions, time spent driving, visible victims remaining, rescued
victims, and the mental load.

2 RELATEDWORK
Rescue robots have been widely used in disaster scenarios. Promi-
nent examples include supporting search and rescue during the
World Trade Center collapse in 2001 [4] and the disaster at Fukushima
Daiichi in 2011 [14], but also generally scouting disaster sites [26]
and accessing hazardous environments, such as searching for bod-
ies drowned at sea [12]. However, considering the training time
and space constraints for rescuers [25], the efficiency of collab-
oration [11] and appropriate Human-Robot Interaction (HRI) ap-
proaches require further investigation. Although there are approaches
to visualize and control the robots utilizing VR [13, 19, 28] and

AR [16], there is still a lack of efficient interaction methods for
operating rescue robots [2].

Multiple, existing VR systems focus on manipulation tasks once
the robot is in place [5, 21, 34, 40]. The system proposed by Ostanin
et al. [30] relies onMixed Reality (MR), enabling the user to plan and
execute robot arm trajectories. Another aspect addressed by previ-
ous work has focused on VR-based systems to train rescue teams.
For example, Elias Matsas et al. [22] provided a VR-based training
system for factory workers, and Luis Pérez et al. [31] proposed a
framework to train operators in a realistic 3D environment. An
advantage of VR environments is the increased situational aware-
ness [39]. This can provide a high level of immersion and situational
awareness not possible with video-only systems [37] and increase
the user’s efficiency and performance, as shown previously [17].
Thus, we employed a VR setup in our experiment, given that there is
no significant difference in tasks performance users can achieve in
real environments compared to VR, as shown by Villani et. al. [38].

Although previous work explored multiple approaches to control
rescue robots remotely and employed VR environments to train op-
erators, we still lack an understanding of interaction concepts [23].
In the following, we present four operation modes, which facilitate
the control of ground-based rescue robots using VR, leveraging
the intuitive presentation to ease the users’ understanding of the
environment they explore.

3 OPERATION MODES
We designed and implemented four VR-based operation modes
for a ground-based rescue robot that focus on assisting users’ in
examining dangerous areas. The modes are (a) Handle Mode, (b)
Lab Mode(c) Remote Mode, and (d) UI Mode. We decided to evaluate
all methods in VR to keep evaluation consistent and reduce visual
distraction in the real world.

Figure 2: An example of a virtual scene with visible colliders
(left) and a depiction of the victims the participants had to
find (right).

3.1 Handle Mode
In this mode, the user controls the robot’s movement directly via
buttons on the motion controllers, similar to a real-world remote
control and approaches like [29]. The touchpad of the motion con-
troller determines the robot’s rotation, and the controller’s trigger
controls the speed. A handheld monitor window shows camera
views installed on the robot, which can be toggled using the menu
button and adjusted to a suitable position by grabbing the motion
controllers.
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Handle Mode Lab Mode Remote Mode UI Mode
Number of Collisions 21.5, 12.2 ∗∗a,∗c 26.8, 19.3 ∗∗b ,∗d 2.25, 1.91 ∗∗a,∗∗b 3.88, 2.1 ∗c ,∗d

Time Spent Driving (s) 131, 29.1 ∗∗∗a,∗∗∗b 243, 25.8 ∗∗∗a,∗∗∗c ,∗e 134, 32.7 ∗∗∗c ,∗∗d 192, 37.4 ∗∗∗b ,∗∗d ,∗e

Visible Victims Remaining 2.63, 1.69 ∗c 4.5, 0.92 ∗∗∗a,∗∗∗b 0.875, 0.835 ∗∗∗a 0.75, 1.04 ∗∗∗b ,∗c

Rescued Victims 6.63, 2.07 ∗c 5, 1.07 ∗∗∗a,∗∗∗b 8.63, 1.3 ∗∗∗a 9.13, 1.25 ∗∗∗b ,∗c

NASA TLX Score 57.3, 12.0 ∗∗c 61.7, 22.1 ∗∗∗a,∗∗∗b 28.9, 13.3 ∗∗∗a 28.2, 15.4 ∗∗∗b ,∗∗c

Table 1: *** p < 0.001, ** p < 0.01, * p < 0.05, matching letters denote betweenwhich IVs. Values areMean and Standard Deviation.

Handle Mode Lab Mode Remote Mode UI Mode
I found it easy to move the robot to a desired position. 4, 0.25 ∗∗∗a,∗d 3.25, 2.25 ∗∗∗b ,∗∗c 5, 0 ∗∗∗a,∗∗∗b 5, 0.25 ∗∗c ,∗d

I found it easy to concentrate on controlling the robot. 4, 2.0 ∗∗a,∗∗b 3, 1.5 ∗∗c ,∗d 5, 0.25 ∗∗a,∗∗c 5, 0.25 ∗∗b ,∗d

I found it easy to perceive the details of the environment. 4, 1.0 ∗c 2, 2.25 ∗∗∗a,∗∗∗b ,∗c 5, 1.0 ∗∗∗a 5, 1.25 ∗∗∗b

Table 2: *** p < 0.001, ** p < 0.01, * p < 0.05, letters denote between which IV. Values are M, IQR, 1 strongly disagree, 5 strongly
agree.

3.2 Lab Mode
This mode is designed with reference to the system proposed by
Matsas et al. and Pérez et al. [22, 31]. Their frameworks train opera-
tors to work with the robot, avoiding risks and saving learning costs.
In addition, they also mention that being in a simulated factory or
laboratory can improve immersion. Therefore, we constructed a
virtual lab environment with a simulated control interface and mon-
itoring equipment. A large display is placed in VR in front of the
robot control console, allowing the user to monitor the robot’s cam-
eras. In the middle of the console are two operating joysticks that
determine the robot’s forward motion and rotation, respectively,
the speed of which can be adjusted with a slider.

3.3 Remote Mode
In this mode, the user can set the driving target point directly,
taking advantage of the autonomous navigation capabilities of
future, real-world robots. The target point is set using the right
motion controller and is represented as a cube in the virtual scene.
Alternatively, users can also control the robot by picking up the
remote control placed on the toolbar. This toolbar with remote
control and a monitoring device can be opened by clicking the
menu button.

3.4 UI Mode
In this mode, users are given a virtual menu which they can interact
with by using the motion controllers as pointing input devices. They
can set the robot’s speed, toggle a view from the robot’s cameras,
toggle a "follow me" mode and directly control the robot should
the need arise. This lets users focus on observing the depicted VR
scene, with additional information on a separate menu. This mode
is a simplified version of [18].

4 EVALUATION
To investigate the performance of the purposed operation modes
we conducted a controlled lab experiment.

4.1 Participants
We recruited 8 participants (3 female, 5 male), all university stu-
dents, aged between 22 and 32 years (M = 25.75, SD = 3.37). Four

participants had no previous experience with VR, and the other
four had only limited experience.

4.2 Study Design and Task
The study was designed to be within-subject with the operation
mode as independent variable and four levels: (1) Handle Mode,
(2) Lab Mode, (3) Remote Mode, and (4) UI Mode, described in the
previous section. The participants’ task was to explore the city using
the robot in VR, find ten victims per scene laying on the ground,
and touch them to confirm they were found. In total, we designed
four different arrangements of a city scene of similar complexity
for the study to ensure consistent difficulty and minimized learning
effects between the conditions. The order of the operation modes
was counterbalanced.

4.3 Apparatus
The experimental setup consisted of a HTC Vive headset with two
motion controllers. To simulate the use of rescue robots in disaster
scenarios, the test scenes were designed to mimic the post-disaster
urban environments 1 (Figure 2) to create less distraction with a
unified look and ensure participants’ mental well-being. The virtual
robot was equipped with a simple, emulated LiDaR, revealing the
world in a limited area around it, and with three cameras. One of
the cameras is a simulation of a surveillance camera mounted on
the robot, which can see all the items in the scene, and other two
cameras can only see the area detected by LiDaR, simulating synthe-
sised views. All autonomous driving was controlled by Unity3D’s
built-in NavMesh, allowing for automatic obstacle avoidance and
simulating a near perfect autonomous navigation algorithm.

4.4 Measures
For comparison, we measured the following dependent variables:

• Robot collisions: number of robot collisions with an obstacle.
• Remained Visible Targets: number of victims revealed by the
LiDaR, but not marked by participants.

• Time spend driving, in s: time the robot was in motion.
• Rescued Targets: number of victims found by participants.

1Using the POLYGON Apocalypse assets https://assetstore.unity.com/packages/3d/
environments/urban/154193

https://assetstore.unity.com/packages/3d/environments/urban/154193
https://assetstore.unity.com/packages/3d/environments/urban/154193
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Figure 3: Quantitative results of the user study.

• Mental load:per mode, using NASA TLX questionnaire [10].
• Custom questionnaire: for each condition, we asked partici-
pants to specify how easy it was to control the robot, con-
centrate on controlling and perceive the environment using
a 5-point scale.

4.5 Procedure
Before starting the experiment, we welcomed the participants and
gave a brief overview of thework, their task, and the data that would
be collected. After obtaining informed consent, we collected par-
ticipants’ demographic data and they could familiarize themselves
with each operation mode before each task. Once the participants
felt comfortable, we started the experiment. Participants’ task was
to find and rescue all ten victims in the simulated post-disaster city
within 5 minutes. The test would automatically end when time ran
out or when all the victims on the scene were rescued. After every
condition, we presented the participants with our custom question-
naire and NASA TLX questionnaire. At the end of the study, we
asked the participants about their preferences for the operation
modes. The entire study lasted approximately 45 minutes per partic-
ipant. Further, we adhered to our universities health department’s
guidelines for user studies during the COVID-19 pandemic, and all
testing equipment was disinfected for each participant.

5 RESULTS
Overall, we found that control modes with robot automation out-
perform modes where participants had to take full control of the
robot. In particular, we discovered that UI Mode and Remote Mode
lead to the lowest number of collisions, time spent driving, visible
victims remaining, rescued victims, and the mental load. Addition-
ally, we observed participants getting lost and repeatedly passing
by previously visited areas in all modes. For the assumption of
normality, we used Shapiro-Wilk’s test and for the homogeneity of
variances, we used Levene test. If the assumption of normality was
violated, we used Friedman’s test, otherwise, we used Fisher’s test
if the homogeneity of variances was not given, and Welch’s test
otherwise. The results are shown below in Table 1 and Table 2

6 DISCUSSION AND CONCLUSION
Our results could show significant insights into different visualiza-
tion and remote control modes for rescue robots. In the following,
we conclude by discussing the advantages and disadvantages re-
vealed by our studies.

6.1 Searching
Using Remote Mode and UI Mode, participants managed to find more
and overlook fewer victims compared to Lab Mode and lower TLX

scores. The same is also found comparing Handle Mode to UI Mode.
From this, we can draw two conclusions: First, navigating the world
independently from the robot while not directly controlling it allows
users to search the area it explored more efficiently. Furthermore,
since these modes are less mentally demanding, they would also
allow for longer exploration sessions than a viewpoint anchored
to the robot. Secondly, shifting only the task of path-finding away
from the user is not sufficient to significantly improve performance.
However, this can be achieved by the robot simply following the
user, so they do not need to occupy themselves with sending the
robot to where it is needed. Overall we found less mental resources
spent on controlling the robot meant increased search performance.

6.2 Resource management
Mental capacity is not the only resource influenced by the methods
used to control the robot, but battery charge, damage, and time are
also important factors in operating (rescue) robots.

6.2.1 Potential Damage. Considering damage, we found both auto-
mated control modes reduced the number of collisions compared to
manual control. This effect is less pronounced for UI Mode, which
can be attributed to participants not considering the robot when
moving around, thus forcing it to follow them into rugged terrain.

6.2.2 Time spent for robot control. We observed a similar effect
on time spent driving, relatable to battery usage. All modes were
outperforming LabMode as this mode required participants to move
the robot around to take closer looks at their surroundings. We also
found that, given the ability to navigate the environment indepen-
dently, explicit control (Handle and Remote Mode) outperformed
implicit control (UI Mode). This can be attributed to the participants
leaving the robot in place while searching the discovered area. Ad-
ditionally, once participants started backtracking, in UI Mode they
forgot about the robot, having it follow them needlessly through
previously discovered areas. This could mean an additional, unde-
sired drain on the robot’s battery. However, this would have the
positive side-effect of a real-time update of the world map.

6.2.3 Time spent for search tasks. For search time, we foundHandle
Mode and Remote Mode significantly differing concerning search
success but not for time spent driving. This can be attributed to the
direct control method of Handle Mode requiring the participants to
concentrate on moving the robot. Thus not searching the environ-
ment while driving, resulting in lower efficiency. Using UI Mode,
participants often had to wait for the robot to catch up to them since
they could not send it ahead while inspecting their environment.

6.2.4 Ease of use. Finally, participants found it significantly more
difficult to control the robot directly (Handle Mode, Lab Mode),
compared to both automated modes (Remote Mode and UI Mode),
as indicated by their scores for "I found it easy to move the robot
to the desired position.". This is supported further by the fact that
participants did not fall back to direct control when the robot was
stuck in Remote Mode, but instead changed the way-point to get
the robot out of tight spots. This indicates that direct control is
undesirable compared to automated navigation.
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