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ABSTRACT
We present Immersive-Labeler, an environment for the annotation
of large-scale 3D point cloud scenes of urban environments. Our
concept is based on the full immersion of the user in a VR-based
environment that represents the 3D point cloud scene while offer-
ing adapted visual aids and intuitive interaction and navigation
modalities. Through a user-centric design, we aim to improve the
annotation experience and thus reduce its costs. For the preliminary
evaluation of our environment, we conduct a user study (N=20) to
quantify the effect of higher levels of immersion in combination
with the visual aids we implemented on the annotation process.
Our findings reveal that higher levels of immersion combined with
object-based visual aids lead to a faster and more engaging annota-
tion process.
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1 INTRODUCTION
The training of deep learning models requires the data to be care-
fully labeled by humans through a laborious process, referred to
as annotation. The annotation process becomes particularly com-
plex and time-consuming when the dataset is composed of 3D
point cloud scans that represent complex scenes, like urban ar-
eas.Numerous previous works proposed software tools to facilitate
the annotation process. However, the majority uses 2D visualiza-
tion supports, such as monitors, which compromises the quality
of perception and interaction with 3D data [Zimmer et al. 2019].
Motivated by the recent advances in virtual reality and its ability to
improve the perception of 3D scenes, few previous works proposed
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Figure 1: The annotation process consisted of (a) semantic
label selection, (b) placing four points to create a base of a
bounding box, (c) auto-generation of a bounding box, and (d)
a manual adjustment of a bounding box.

to perform annotation in virtual reality (VR) [Wirth et al. 2019].
However, their design does not account for the interaction effects
between the high level of immersion and the implemented inter-
action modalities with the scene, which caused the users to report
perception-related problems during the annotation process [Wirth
et al. 2019]. We argue that increasing the level of immersion should
be combined with adapted interaction techniques and visual aids
in order for it to achieve the desired effects on the annotation pro-
cess. In this work, we present Immersive-Labeler, a fully immersive,
VR-based 3D point cloud annotation environment. During the an-
notation process, the user is offered different navigation and data
manipulation techniques. Furthermore, we assist the user with three
types of visual aids. We start the evaluation of our environment
with a user study (N=20) to investigate the effect of the level of im-
mersion and the visual aids on the speed of the annotation process.
The results revealed that the annotation is faster for higher im-
mersion levels. Furthermore, our proposed visual aids significantly
increase the speed of the process.

2 IMMERSIVE-LABELER
In this paper, we present an annotation environment that is adapted
to the specific requirements of annotating large-scale 3D point
clouds scenes of urban environments, captured by commercial LI-
DARs. During the annotation process, the user is fully immersed in
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the 3D point cloud scene. The system allows the user to perceive
objects at their real-life scale, which gives a better context to decide
on the semantic label of the object of interest and its physical ex-
tent. To navigate the scene the user has 3 possibilities: (1) walking
around the scene for near destinations, (2) teleportation for far but
visible destinations, and (3) "as a giant walking" for even further
destinations. The three locomotion modalities will allow the use of
Immersive-Labeler in large as well as small spaces. To annotate an
object of interest, the user first chooses the semantic label of the
object and places four points around it. These points will set the
edges of the bounding box. The user can easily resize and adjust
the orientation of the bounding box by using the controllers to
grab it and physically stretch or minimize the distance between the
hands, as depicted in figure 1. Furthermore, we implement three
types of visual aids to further help the user spot all the details of
the scene. The implemented visual aids are: (1) distance- and (2)
region-based coloring, and (3) object-based highlighting. With the
distance-based coloring, the surrounding data points were colored
based on their distance to the center of the scene, according to
a predetermined color palette. the colors ranged from green for
the nearest points to red for the points located at the borders of
the scene. In the region-based coloring, we split the 3D point cloud
scene into regions with radii of four meters each. Each region is
assigned a unique color and does not account for similarities of
objects within them. Finally, for the object-based highlighting, we
used bounding boxes, generate by a pre-trained neural network,
around objects in the scene to provide precise semantic indications
and location for objects of interest.

3 EVALUATION AND RESULTS
We report the results of a preliminary user study we conducted to
investigate the effects of the level of immersion and the visual aids
on the speed of annotation. For this, we used Immersive-Labeler
in 9 different configurations by varying two independent factors:
(1) the level of immersion, and (2) the visual aids. In our study, we
adopt three different levels of immersion: non-immersive, semi-
immersive, and fully immersive. In the non-immersive variant, the
users visualized the scenes on a 2D monitor while sitting on a chair
with no degrees of freedom. In the semi-immersive variant, The
participants used an HMD for the visualization. We limited the VR
system to only have 3 degrees of freedom. The user sits on a rolling
chair and is allowed to only perform rotations. The navigation in
the scene is then done through teleportation. In the fully-immersive
variant, the user wears an HMD to visualize the scene. A total of 6
degrees of freedom were provided to exactly map the users’ motion
in the scene, thus totally immersing him in the activity. For the
study, we recruited 20 participants aged between 18 and 32 (M=25,4,
SD=3,137). The task assigned to the participants consisted on visual-
izing the 3D point cloud environment, recognizing a class instance
from a list of semantic classes that were shown at the start of the
task, and annotating the object with the highest possible accuracy.
For each participant and each experiment condition, we logged the
Task Completion Time (TCT), defined as the start of the task and
the participant’s confirmation of the annotation. Furthermore, the
participants were asked to provide their feedback, at the end of the
experiment, in the form of a semi-structured interview.
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Figure 2: Mean and standard error for different visual aids
and level of immersion combinations

For the analysis of the results, we use two-way repeated-measures
(RM) ANOVAs with the level of immersion and visual aids as the
two independent factors. We tested the sphericity assumption using
Mauchly’s test. For the cases where the sphericity is violated, we
used the Greenhouse-Geisser correction. Additionally, we used the
Bonferroni corrected pairwise t-tests for post-hoc analyzes.

Furthermore, we used the eta-squared η2 to estimate the effect
size based on Cohen’s classification. The analysis shows a signifi-
cant influence of the level of immersion on the TCT with a large
effect size (F (1.37, 26.038) = 340.991,p < 0.001, η2 = 0.648). The
post-hoc analysis backs up this finding. In fact, the TCT decreases
significantly when the level of immersion increases (non-immersive:
EMM µ = 1310.84 ms, σx = 140.994, semi-immersive: EMM µ =
540.583ms, σx = 100.104, fully-immersive: EMM µ = 440.126ms, σx
= 60.784). The more the participant is immersed in the scene, the
lower the TCT value is. Similarly, the visual aids proved to have
a significant influence on the TCT with a large effect size as well
(F (1.465, 27.828) = 9.251,p = 0.002, η2 = 0.327). Post-hoc analysis
confirmed lower TCTs for visual aids with finer context indication
(distance-based: EMM µ = 920.830ms, σx = 140.104, region-based-
based: EMM µ = 840.745ms, σx = 90.8, object-based: EMM µ =
520.318ms, σx = 60.945). The interaction effects between the level
of immersion and the visual aids were not statistically significant
(F (1.465, 27.828) = 0.442,p = 0.642, η2 = 0.023). The results are de-
picted in the figure 2. During the interview, all participants showed
a strong interest in the idea of a fully immersive annotation envi-
ronment. When asked about the aspects that made the annotation
task easier, all participants mentioned that, in addition to the visual
aspect of the fully-immersive configuration, the scale mapping be-
tween the real world and the virtual world provided an intuitive
way to map real world-objects to their 3D point cloud counterparts.
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